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ABSTRACT

Monte Carlo methods often used in nuclear physics, such as auxiliary field diffusion Monte Carlo and Green’s function Monte Carlo, have typically relied on phenomenological local real-space potentials containing as few derivatives as possible, such as the Argonne-Urbana family of interactions, to make sampling simple and efficient. Basis set methods such as no-core shell model or coupled-cluster techniques typically use softer non-local potentials because of their more rapid convergence with basis set size. These non-local potentials are typically defined in momentum space and are often based on effective field theory. Comparisons of the results of the two types of methods are complicated by the use of different potentials. This thesis discusses progress made in using such non-local potentials in quantum Monte Carlo calculations of light nuclei. In particular, it shows methods for evaluating the real-space, imaginary-time propagators needed to perform quantum Monte Carlo calculations using non-local potentials and universality properties of these propagators, how to formulate a good trial wave function for non-local potentials, and how to perform a “one-step” Green’s function Monte Carlo calculation for non-local potentials.
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1.1 Background and Motivation

An important and open goal of contemporary physics is the complete and accurate understanding of the structure of atomic nuclei. Such an understanding would have significant implications for a vast assortment of scientific questions: For example, included are those outlined by the Committee on the Assessment of and Outlook for Nuclear Physics of the National Academies of Science (The NP2010 Committee, 2012). 1) How did visible matter come into being and how does it evolve? 2) How does subatomic matter organize itself and what phenomena emerge? 3) Are the fundamental interactions that are basic to the structure of matter fully understood? 4) How can the knowledge and technological progress provided by nuclear physics best be used to benefit society? A thorough understanding of nuclear structure would make a meaningful contribution to the answer of each of these questions.

For example, understanding nuclear structure thoroughly would imply we could do complete and accurate nuclear matter calculations obtaining the equation of state of nuclear matter. With this we could make better predictions about neutron star evolution and other astrophysical processes. This could help determine which astrophysical processes are involved in the so-called $r$ process of nucleosynthesis, which would help directly explain how higher mass number nuclei came into existence. A complete understanding of nuclear structure would mean we could make accurate predictions for nuclear reaction rates and properties of rare isotopes, such as those which will be probed at the Facility for Rare Isotope Beams (FRIB) (York et al.,
2010). Furthermore, with such an understanding, we could make predictions about nuclei and processes which are experimentally difficult to probe, or point experiment in the direction of new and interesting nuclear phenomena.

While the field of *ab initio* nuclear structure calculations has made great strides in the past three decades, unresolved questions remain. Among these unresolved questions is how best to arrive at an inter-nucleon potential. Although little doubt remains that quantum chromodynamics (QCD) — the equations of which were written down some forty years ago — is the correct theory underlying the strong interactions between protons and neutrons, it has remained an intractable problem to start from QCD at the relatively low energies important to nuclear physics and arrive at an inter-nucleon potential through direct means. This is a consequence of asymptotic freedom: the fact that at low energies, the strength of the strong interaction grows.

Recently, an idea known as chiral effective field theory, which began with the work of Weinberg (1979) and later Weinberg (1990, 1991), has delivered inter-nucleon potentials (Entem and Machleidt, 2003) which are based on the same symmetries of low-energy QCD (namely broken chiral symmetry) and so show promise of making a more direct connection from QCD to nuclear structure calculations than has been possible previously. These chiral-effective-field-theory potentials have a feature known as non-locality. In essence this means that the interactions between nucleons depend not only on the distance by which they are separated at any given moment, but also on the distance by which they will be separated in the next moment. Another way of saying the same thing is that the interactions between nucleons derived from chiral effective field theory are velocity or momentum dependent.

There exist *ab initio* nuclear structure methods for which this non-locality poses no additional challenge. Basis-set methods, in particular the no-core shell model and the coupled-cluster decomposition, currently favor non-local potentials due to their more
rapid convergence with basis-set size. (Non-local potentials are often called “softer” since they do not induce short-range correlations as strongly as do local potentials.) However, in both of these methods, the initial inter-nucleon interaction is modified in some way from its original form to make it more amenable to the method.

One of the most trusted \textit{ab initio} nuclear structure methods, quantum Monte Carlo, for the very reason that it uses the inter-nucleon interactions in their bare form, is currently formulated in such a way that it is only practically suitable to inter-nucleon potentials which are local (the interactions depend only on the distance by which the nucleons are separated at any given moment). This makes comparisons between nuclear structure methods difficult. This thesis is largely concerned with remedying this shortcoming: How to modify quantum Monte Carlo methods to accommodate non-local potentials.

1.2 Outline

The aim of this work is to perform nuclear structure calculations for light nuclei, with interacting protons and neutrons, using Green’s function Monte Carlo and non-local potentials derived from chiral effective field theory. Doing so would have two immediate effects that contribute to the overarching goal of a complete understanding of nuclear structure. 1) A quantum Monte Carlo calculation (in particular a Green’s function Monte Carlo calculation) of a light nucleus with a nuclear potential derived from chiral effective field theory would make a definite statement about the validity and usefulness of chiral effective field theory to nuclear structure. 2) Such calculations would allow for a more direct comparison of nuclear structure methods. To accomplish this goal, we will need the propagator, a good trial wave function, and Green’s function Monte Carlo. For each of these, modifications must be made to accommodate non-local potentials.
In Chapter 2, we compare and contrast different nuclear structure methods, focusing on those which are able (or in principle are able) to employ non-local potentials, and make an argument in favor of Green’s function Monte Carlo. We give some details on several common nuclear interaction choices with particular attention paid to the next-to-next-to-next-to-leading order in chiral perturbation theory interaction of Entem and Machleidt (2003).

In Chapter 3, we present our work on calculating the imaginary-time two-body (pair) propagator for non-local potentials. Of the three main ingredients we need (a propagator, a wave function, and a quantum Monte Carlo method) the calculation of the pair propagator is the largest hurdle to overcome.

In Chapter 4, we present our work on calculating a good trial wave function for non-local potentials and what modifications to the Green’s function Monte Carlo method must be made to accommodate non-local potentials. In Chapter 5 we present various checks on the methods we have developed and the current status, which includes the current challenges which have prevented a successful $^4$He calculation to date. In Chapter 6 we conclude by presenting the outlook and future research directions. Appendix A details the eigenfunction expansion technique we have exploited throughout this work.
Chapter 2

METHODS AND INTERACTIONS

2.1 Nuclear Structure Methods

The goal of this work is to demonstrate how to use non-local nucleon-nucleon potentials in quantum Monte Carlo calculations of light nuclei by calculating the ground-state energy of some light nucleus, like $^4\text{He}$, using the non-local next-to-next-to-next-to-leading order ($\text{N}^3\text{LO}$) interaction of Entem and Machleidt (2003). The question arises: Are there other methods that could be used in place of quantum Monte Carlo which are suited for the same purpose? While a number of methods exist for calculations of three- and four-body nuclei (Kamada et al., 2001) — for example Fadeev-Yakubovsky (Yakubovsky, 1967; Glöckle and Kamada, 1993; Kamada and Glöckle, 1992; Nogga et al., 2000), coupled-rearrangement-channel Gaussian-basis variational (Kamimura, 1988; Kameyama et al., 1989; Kamimura and Kameyama, 1990; Hiyama et al., 1999, 2000), stochastic variational (Varga and Suzuki, 1995; Varga et al., 1997; Usukura et al., 1998, 1999), hyperspherical variational (de la Ripelle, 1983; Viviani et al., 1995; Kievsky et al., 1997; Viviani, 1998), Green’s function Monte Carlo (Carlson, 1987, 1988; Pudliner et al., 1997; Wiringa et al., 2000), the no-core shell model (Navrátil and Barrett, 1999; Navrátil et al., 2000a,c,b), coupled-cluster decomposition (Coester, 1958; Coester and Kümmel, 1960; Heisenberg and Mihaila, 1999; Mihaila and Heisenberg, 2000a,b; Dean and Hjorth-Jensen, 2004; Kowalski et al., 2004; Hagen et al., 2008), and effective interaction hyperspherical harmonic (Barnea et al., 2000, 2001) — we want to impose the additional restrictions that the method should be able to handle a non-local potential and should have the possibility to scale up to
larger nuclei. With these additional restrictions in place, there are arguably only three candidates.

2.1.1 The Ab Initio No-Core Shell Model

The *ab initio* no-core shell model derives its name from two of its defining features. The $A$-nucleon non-relativistic Hamiltonian is expanded in a harmonic oscillator basis which allows for the second quantization techniques of the standard shell model to be used. However, unlike a traditional shell model calculation, there is no inert core: all $A$ nucleons are active. See Navrátil *et al.* (2009) for a review of the method and some recent results using chiral two- and three-body interactions.

The starting point is the Hamiltonian

$$H = \sum_{i=1}^{A} \frac{p_i^2}{2m} + \sum_{i<j}^{A} v_{ij} + \sum_{i<j<k}^{A} V_{ijk},$$

(2.1)

where $m$ is the nucleon mass and $v_{ij}$ and $V_{ijk}$ are the two- and three-body interactions, respectively. Of course, the center-of-mass motion is unimportant to the calculation and is usually separated out.

$$H = \frac{P^2}{2mA} + H_A,$$

(2.2)

where $P = \sum_{i=1}^{A} p_i$, and

$$H_A = \frac{1}{A} \sum_{i<j}^{A} \frac{(p_i - p_j)^2}{2m} + \sum_{i<j}^{A} v_{ij} + \sum_{i<j<k}^{A} V_{ijk}.$$  

(2.3)

The harmonic oscillator basis used is finite. Typical calculations for p-shell nuclei are limited to between roughly 10 and 20 harmonic oscillator shells (Forssén *et al.*, 2008). For realistic high-accuracy nuclear potentials such as Argonne's $v_{18}$ ($AV_{18}$) (Wiringa *et al.*, 1995), CD-Bonn(2000) (Machleidt, 2001), and the chiral N$^3$LO (Entem and Machleidt, 2003) potentials, which generate strong short-range correlations,
even these harmonic oscillator basis sets are not sufficient. Therefore, an effective interaction must be generated to help with the convergence with basis set size. Such effective interactions are basis-set size dependent and are often generated via a unitary transformation.

The Hamiltonian is modified to include a center-of-mass harmonic oscillator to assist in the derivation of this effective interaction. $H_{\text{CM}} = T_{\text{CM}} + V_{\text{CM}}$ (the effects of which are to be subtracted out later in the full many-body calculation). $T_{\text{CM}}$ is the center-of-mass harmonic oscillator kinetic energy and $V_{\text{CM}}$ is the center-of-mass harmonic oscillator potential energy: $V_{\text{CM}} = \frac{1}{2} A m \Omega^2 \mathbf{R}^2$, where $\mathbf{R} = \frac{1}{A} \sum_{i=1}^{A} \mathbf{r}_i$ is the center of mass. The modified Hamiltonian can be written as

$$H_A^\Omega = H_A + H_{\text{CM}} = \sum_{i=1}^{A} \left( \frac{p_i^2}{2m} + \frac{1}{2} m \Omega^2 r_i^2 \right) + \sum_{i<j}^{A} \left[ v_{ij} - \frac{1}{2A} m \Omega^2 (\mathbf{r}_i - \mathbf{r}_j)^2 \right]. \quad (2.4)$$

Clearly, the Hamiltonian now depends on both the basis-set size used and the harmonic oscillator frequency. Convergence, while guaranteed by construction for any particular harmonic oscillator frequency in the limit of infinite basis size, is not trivial. See Forssén et al. (2008) for a discussion. The unitary transformation mentioned above is typically the Lee-Suzuki similarity transformation (Ôkubo, 1954; Suzuki and Lee, 1980; Suzuki and Okamoto, 1983). This method allows, in principle, for the construction of an effective Hamiltonian that can faithfully reproduce the non-truncated-space results for a select set of the $A$-body eigenstates. In practice, however, the effective Hamiltonian is only constructed to reproduce the non-truncated space results for a two- or three- or four-nucleon system. This effective Hamiltonian is then used in the full $A$-body problem. Furthermore, the similarity transformation generates additional many-body interactions in the effective Hamiltonian.
In short, there are a number of attractive features of the no-core shell model: namely that it can handle a non-local potential and that it can scale up to nuclei with $A > 4$, but the drawbacks include the fact that the results are model-space dependent, bare realistic nucleon-nucleon interactions cannot be used without an additional renormalization method, which generates many-body interactions even if only two- or three-body interactions were present in the original Hamiltonian, and convergence can be problematic.

### 2.1.2 The Coupled-Cluster Decomposition

The coupled-cluster method is a many-body quantum technique that was originally designed for use in nuclear physics problems in the late 1950s (Coester, 1958) but was only developed in earnest for chemistry purposes until the late 1990s and early 2000s with the work on $^{16}$O of Heisenberg and Mihaila (Heisenberg and Mihaila, 1999; Mihaila and Heisenberg, 1999, 2000a,b). The idea shares many features with the no-core shell model described above. The energies are calculated in a finite harmonic-oscillator model space and so depend on the manner in which the truncation is made, and the harmonic-oscillator frequency. However, what distinguishes the coupled-cluster method from the shell model is its size extensivity and its size consistency. By size extensivity, it is meant that only linked diagrams appear in the calculation of the expectation value of the energy. It can be shown that all truncation schemes in the standard no-core shell model (known as configuration interaction in quantum chemistry) suffer from the inclusion of disconnected diagrams (Crawford and Schaefer III, 2000). By size consistency, it is meant that the energy of two non-interacting pieces are the same whether computed separately or together. The shell model does not, in general, have this property. See Dean and Hjorth-Jensen (2004) for an overview of the method and some recent results.
The technique begins with an *ansatz* for the full many-body correlated wave function as the exponential of a correlation operator on some reference Slater determinant\(^1\):

\[
|\Psi\rangle = \exp(T_{\text{corr}}) |\Psi_0\rangle,
\]

where \(T_{\text{corr}}\) is a correlation operator \(T_{\text{corr}} = T_{\text{corr}1} + T_{\text{corr}2} + \cdots + T_{\text{corr}A}\), and \(|\Psi_0\rangle\) is a Slater determinant of single-particle orbitals. The correlation operators are defined in terms of creation and annihilation operators

\[
T_{\text{corr}} k = \frac{1}{(k!)^2} \sum_{i_1, \ldots, i_k; a_1, \ldots, a_k} \langle i_1, \ldots, i_k | a_1 \ldots a_k a_i \ldots a_{i_k} a_i \ldots a_{i_1} \rangle,
\]

where the indices \(i_1, \ldots, i_k\) label occupied single-particle orbitals and the indices \(a_1, \ldots, a_k\) label unoccupied orbitals. In particular, many coupled-cluster calculations focus on the single and double correlation operators, which are

\[
T_{\text{corr} 1} = \sum_{i < \epsilon_f, a > \epsilon_f} t_i^a a_i^\dagger a_i,
\]

\[
T_{\text{corr} 2} = \sum_{i, j < \epsilon_f; a, b > \epsilon_f} t_{ij}^a a_i^\dagger a_j^\dagger a_i a_j.
\]

For the correct correlation operator, \(T_{\text{corr}}\), the matrix elements

\[
\langle \Psi_0 | \exp(-T_{\text{corr}}) H \exp(T_{\text{corr}}) | \Psi_0 \rangle = 0,
\]

equal the energy. The amplitudes \(t_i^a\) and \(t_{ij}^{ab}\) can be solved for by projecting onto excited Slater determinants.

\[
\langle \Psi_i^a | \exp(-T_{\text{corr}}) H \exp(T_{\text{corr}}) | \Psi_0 \rangle = 0,
\]

\[
\langle \Psi_{ij}^{ab} | \exp(-T_{\text{corr}}) H \exp(T_{\text{corr}}) | \Psi_0 \rangle = 0,
\]

---

\(^1\)In the shell-model and coupled-cluster literature, many-body states constructed from antisymmetric products of single-particle states are often called Slater determinants. Of course an actual determinant is the overlap of two such states.
Then, the transformation can be expanded using the so-called “Hadamard Lemma”

\[ \exp(-T_{\text{corr}})H \exp(T_{\text{corr}}) = H + [H, T_{\text{corr}}] + \frac{1}{2}[[H, T_{\text{corr}}_1], T_{\text{corr}}_2] + \frac{1}{2}[[H, T_{\text{corr}}_2], T_{\text{corr}}_2] + ... \] (2.10)

The expansion terminates at a set level depending on the interactions included in the Hamiltonian. For example, if the Hamiltonian contains only two-body interactions, the expansion terminates at the level of quadruply nested commutators. For three-body interactions, six nested commutators appear. The equations produced by this method are quite involved, but are exact and amenable to iterative techniques and so can be calculated efficiently.

The coupled-cluster method suffers from several drawbacks. Just like the no-core shell model, it has difficulty using bare realistic interactions due to the strong short-range correlations of these interactions. The coupled-cluster method typically “renormalizes” the short range behavior. That is, an effective interaction that can be handled in the finite harmonic-oscillator basis replaces the bare interaction. In addition, the energy is the expectation value of a non-Hermitian operator: \( \exp(-T_{\text{corr}})H \exp(T_{\text{corr}}) \). Though it is found that for a non-truncated correlation operator \( T_{\text{corr}} \) the energy-eigenvalue spectrum is in agreement with that of the Hamiltonian, this is not guaranteed when \( T_{\text{corr}} \) is truncated. Last, in practice, the coupled-cluster method is best suited to closed-shell nuclei where symmetries can reduce the degrees of freedom enough that the calculation is a reasonable size.

### 2.1.3 The Green’s Function Monte Carlo

Green’s function Monte Carlo is a fully microscopic method for solving the many-body Schrödinger equation, \( H\Psi = E\Psi \), capable of handling realistic bare nucleon-nucleon potentials and capable of scaling up to larger nuclei. State of the art cal-
culations go as far as $^{12}$C (Pieper, 2005). It is highly accurate and largely regarded as the “gold standard” for calculations of light nuclei with $4 < A \leq 12$. Up until now, a drawback of the method has been that it has been formulated in such a way that it is only practically amenable to interactions that are local in real space: $V_{\text{NN}}(\mathbf{r}, \mathbf{r}') = V_{\text{NN}}(\mathbf{r})\delta^{(3)}(\mathbf{r} - \mathbf{r}')$ plus operators which require, at most, second derivatives. We describe the canonical Green’s function Monte Carlo method in brief here; more details and the necessary deviations (our contributions) to accommodate non-local potentials are presented in Chapter 4.

One would like to start with a variational calculation of the energy of the nuclear system. This is done with so-called variational Monte Carlo (Wiringa, 1991). The method begins with a trial wave function $\Psi_T$ which has many variational parameters. A random position $\mathbf{R} = \{\mathbf{r}_1, \mathbf{r}_2, \ldots, \mathbf{r}_A\}$ is generated: the $\{\mathbf{r}_i\}$ are the $A$ position vectors of the nucleons. Then, the Metropolis et al. method (Metropolis et al., 1953; Hastings, 1970) is used to generate new positions $\mathbf{R}'$ based on the probability $P = \frac{|\Psi_T(\mathbf{R}')|^2}{|\Psi_T(\mathbf{R})|^2}$. That is, a new position $\mathbf{R}'$ is proposed (often sampled from a Gaussian distribution centered at $\mathbf{R}$) and the probability $P$ is calculated. If $P > 1$, then the proposed position is accepted. Otherwise the proposed position is accepted with probability $P$ (a uniform random number $u$ between 0 and 1 is generated: if $u \leq P$ the proposed position is accepted, otherwise it is rejected and the original position retained). The process can be viewed as a random walk, and the end result is a set of so-called “walkers” which are distributed according to the trial wave function.

A walker is the set of $3A$ positions and — in the charge basis — $2^A\binom{A}{Z}$ spin-isospin states, where $Z$ is the atomic number of the nucleus: $\sum_\beta c_\beta |\mathbf{R}_\beta\rangle$, where the $\{c_\beta\}$ are the $2^A\binom{A}{Z}$ complex coefficients of the states. For example, for $^4$He, $^6$Li, and $^8$Li, there are 96, 1280, and 14336 spin-isospin states, respectively. This number can be
reduced if we work in the good isospin basis, where, instead there are only

\[ 2^A \frac{2T + 1}{\frac{1}{2}A + T + 1} \left( \frac{A}{\frac{1}{2}A + T} \right) \]  

(2.11)

spin-isospin states. \( T \) is the total isospin of the nucleus). Then, we have 32, 320, and 7168 spin-isospin states for \( ^4 \text{He}, ^6 \text{Li}, \) and \( ^8 \text{Li}, \) respectively. For even-\( A \) nuclei, a further reduction can be made. If the \( M = 0 \) state is needed, just half of the spin components need to be calculated; the other half can be obtained by virtue of the time-reversal invariance of the state (Pieper and Wiringa, 2001). As we move in up in mass number \( A \), the savings in the size of the walkers is overwhelmed by the (essentially) exponential growth of the number of spin-isospin components.

The Raleigh-Ritz variational principle is invoked to calculate the trial energy: The variational parameters are adjusted to minimize the trial energy which is an upper bound on the actual ground-state energy.

\[ E_T = \frac{\langle \Psi_T | H | \Psi_T \rangle}{\langle \Psi_T | \Psi_T \rangle} \geq E_0. \]

(2.12)

However, we do not know the exact many-body wave function and even our best trial wave functions fail to give accurate binding energies for even the lightest nuclei. For example, the best variational energies for \( ^3 \text{H} \) and \( ^4 \text{He} \) are still some 2% above values given by exact methods such as Faddeev, hyperspherical harmonic or Green’s function Monte Carlo (Pudliner et al., 1997). The trend is a worsening of variational Monte Carlo energies as \( A \) grows. See Fig. (2.1).

Green’s function Monte Carlo allows us to start with a reasonable guess for the wave function and arrive at a wave function which is – in principle – exact. It does this by propagating in imaginary time to project out the ground state. The trial wave function \( | \Psi_T \rangle \) can be written as a linear combination of eigenstates

\[ | \Psi_T \rangle = \sum_{i=0}^{\infty} \alpha_i | \Psi_i \rangle = \alpha_0 | \Psi_0 \rangle + \alpha_1 | \Psi_1 \rangle + \cdots \]  

(2.13)
Figure 2.1: A comparison of variational Monte Carlo and Green's function Monte Carlo energies for various nuclei. The interactions are the two-body AV$_{18}$ Hamiltonian with the three-body IL2 Hamiltonian. The shading indicates the Monte Carlo statistical errors (Pieper, 2005).

While it certainly should have some large overlap with the exact many-body ground state, $|\Psi_0\rangle$, it inevitably contains an admixture of excited states as well. Propagation with the imaginary-time Green’s function gives

$$
|\Psi(t)\rangle = e^{-(H-\tilde{E}_0)t} |\Psi_T\rangle = e^{-(E_0-\tilde{E}_0)t} \left[ \alpha_0 |\Psi_0\rangle + \sum_{i=1}^{\infty} \alpha_i e^{-(E_i-E_0)t} |\Psi_i\rangle \right],
$$

where $\tilde{E}_0$ is a trial energy: a best estimate for the energy.
In the limit of long imaginary times,
\[
\lim_{t \to \infty} |\Psi(t)\rangle \propto |\Psi_0\rangle.
\] (2.15)

Since, for \(i > 0\), \(E_i > E_0\), the excited states \(|\Psi_i\rangle\) \((i > 0)\) all decay away in this limit.

The Green's function, \(e^{-(H - E_0)t}\) which we will often refer to as \(G_{\alpha\beta}(\mathbf{R}, \mathbf{R'}; t)\), is evaluated by introducing a short imaginary-time \(\Delta t\) \((t = n\Delta t)\). It is a matrix in spin-isospin space:
\[
G_{\alpha\beta}(\mathbf{R}, \mathbf{R'}; \Delta t) = \langle \mathbf{R'}\alpha | e^{-(H - E_0)\Delta t} | \mathbf{R}\beta \rangle.
\] (2.16)

Then, the wave function at a position \(\mathbf{R}_n\) evolved to imaginary time \(t\), is the path integral
\[
\Psi(\mathbf{R}_n, t) = \int d\mathcal{R} G(\mathbf{R}_n, \mathbf{R}_{n-1}) \cdots G(\mathbf{R}_1, \mathbf{R}_0) \Psi_T(\mathbf{R}_0),
\] (2.17)
where \(d\mathcal{R} = \prod_{i=0}^{n-1} d\mathbf{R}_i\), suppressing the spin-isospin sums. In Green's function Monte Carlo, this integral is evaluated stochastically; that is, by a random walk. The use of short imaginary times allows us to approximate the many-body propagator by a product over pairs
\[
G_{\alpha\beta}(\mathbf{R}, \mathbf{R'}; \Delta t) = G_0(\mathbf{R}, \mathbf{R'}; \Delta t) \langle \alpha | \mathcal{S} \prod_{i<j} g_{ij}(\mathbf{r}_{ij}, \mathbf{r}'_{ij}; \Delta t) | \beta \rangle,
\] (2.18)
where \(\mathbf{r}_{ij}\) and \(\mathbf{r}'_{ij}\) are the initial and final relative coordinates of the pairs, \(\mathcal{S}\) is a symmetrization operator,
\[
G_0(\mathbf{R}, \mathbf{R'}; \Delta t) = \left( \frac{m}{2\pi\hbar^2\Delta t} \right)^{\frac{3A}{2}} \exp \left[ -\frac{m(\mathbf{R} - \mathbf{R'})^2}{2\hbar^2\Delta t} \right],
\] (2.19)
is the \(A\)-body free-particle propagator,
\[
\langle \alpha | g_{ij}(\mathbf{r}_{ij}, \mathbf{r}'_{ij}; \Delta t) | \beta \rangle = \langle \mathbf{r}'_{ij}\alpha | e^{-H\Delta t} | \mathbf{r}_{ij}\beta \rangle,
\] (2.20)
is the exact two-body (or pair) propagator, while

\[
g_{0,ij}(r_{ij},r'_{ij};\Delta t) = \left( \frac{m}{2\pi\hbar^2\Delta t} \right)^{3/2} \exp \left[ -\frac{m(r_{ij} - r'_{ij})^2}{2\hbar^2\Delta t} \right],
\]

is the two-body free-particle propagator. The pair-product approximation Eq. (2.18) introduces leading errors of order \((\Delta t)^3\) (Ceperley, 1995).

Although in principle, one would now like to calculate expectation values such as

\[
\langle O(t) \rangle = \frac{\langle \Psi(t)|O|\Psi(t) \rangle}{\langle \Psi(t)|\Psi(t) \rangle},
\]

in practice Green’s function Monte Carlo calculates “mixed estimates”

\[
\langle O(t) \rangle_{\text{Mixed}} = \frac{\langle \Psi(t)|O|\Psi_T \rangle}{\langle \Psi(t)|\Psi_T \rangle} = \frac{\int d\mathbf{R} \Psi_T^\dagger(\mathbf{R}) G^\dagger(\mathbf{R},\mathbf{R}_{n-1};\Delta t) \cdots G^\dagger(\mathbf{R}_1,\mathbf{R}_0;\Delta t) O \Psi_T(\mathbf{R}_0)}{\int d\mathbf{R} \Psi_T^\dagger(\mathbf{R}) G^\dagger(\mathbf{R},\mathbf{R}_{n-1};\Delta t) \cdots G^\dagger(\mathbf{R}_1,\mathbf{R}_0;\Delta t) \Psi_T(\mathbf{R}_0)},
\]

since the evaluation of the operator \(O\) to the left is difficult. These mixed estimates are related to the desired expectation values to lowest order by

\[
\langle O(t) \rangle = \frac{\langle \Psi(t)|O|\Psi(t) \rangle}{\langle \Psi(t)|\Psi(t) \rangle} \approx \langle O(t) \rangle_{\text{Mixed}} + [\langle O(t) \rangle_{\text{Mixed}} - \langle O \rangle_T],
\]

where \(\langle O \rangle_T\) is the variational expectation value (Pudliner et al., 1997). However, for calculating ground-state energies, the operator \(O = H\), and, since \(H\) and \(G\) commute \([H,G] = 0\), we can write the mixed estimate in this case as

\[
\langle H \rangle_{\text{Mixed}} = \frac{\langle \Psi_T|e^{-H^2/2}e^{-H^2/2}|\Psi_T \rangle}{\langle \Psi_T|e^{-H^2/2}e^{-H^2/2}|\Psi_T \rangle},
\]

in which case, it is clear that in the limit of large imaginary times,

\[
\lim_{t \to \infty} \langle H \rangle_{\text{Mixed}} = E_0,
\]

the exact many-body ground-state energy.

Green’s function Monte Carlo has the advantage that it works directly with realistic bare nuclear interactions and therefore is a highly trustworthy \textit{ab initio} nuclear
structure method. There are at least two subtleties which may be viewed as drawbacks. One is that, in practice, mixed estimates are calculated for expectation values of operators and therefore they may not be strict upper bounds. However, for ground-state energies, this problem is avoided. An additional issue that arises is the so-called “fermion sign problem”. Statistical errors will grow out of control if a naive unconstrained walk is taken for a fermionic system. There are ways out of this dilemma which involve constraining the path by some means (akin to the fixed-node approximation (Ceperley and Alder, 1980)) and releasing the constraint after the calculation has converged to separate out the effect of the constraint. In practice this appears to work quite well, but again, with the constrained path, the strict variational principle is lost. The method is discussed in more detail in Chapter 4.

2.2 Nuclear Interactions

2.2.1 The Hamiltonian

The nuclear Hamiltonian is taken to be

\[ H = \sum_{i=1}^{A} -\frac{\hbar^2}{2m_i} \nabla_i^2 + \sum_{i<j}^{A} v_{ij} + \sum_{i<j<k}^{A} V_{ijk} + \cdots, \]

(2.26)

where \( v_{ij} \) and \( V_{ijk} \) are the two- and three-body interactions, respectively, \( m_i \) is the nucleon mass, and more-body interactions could be included. There is some evidence to suggest that these are small. Charge-independence breaking effects in the kinetic energy operator are included to account for the difference in neutron and proton masses. The kinetic energy operator can be written as a sum of projection operators

\(^2\text{Notably, nuclear structure calculations using two- and three-body interactions seem to account for nuclear structure of nuclei up to }^{12}\text{C quite well without the addition of four- or more-body forces. See Fig. (2.2).}\)
onto protons and neutrons

\[ T_{\text{ke}_i} = -\frac{\hbar^2}{2} \left[ \left( \frac{1 + \tau_{zi}}{2} \right) \frac{1}{m_p} + \left( \frac{1 - \tau_{zi}}{2} \right) \frac{1}{m_n} \right] \nabla_i^2 \]

\[ = -\frac{\hbar^2}{4} \left( \frac{1}{m_p} + \frac{1}{m_n} \right) \nabla_i^2 - \frac{\hbar^2}{4} \left( \frac{1}{m_p} - \frac{1}{m_n} \right) \tau_{zi} \nabla_i^2. \]  

(2.27)

The first term contains the reduced mass and is the dominant contribution to the kinetic energy. The second term is small \( \left( \frac{m_p - m_n}{m_p + m_n} \sim \mathcal{O}(10^{-4}) \right) \) and in many cases is treated perturbatively.

The three-body interactions \( V_{ijk} \) are mentioned because they form an important part of the standard Green’s function Monte Carlo method. Indeed, without a three-body interaction, Green’s function calculations of light nuclei (excepting \( ^2\text{H} \)) are underbound, worsening rapidly as \( A \) grows (Pieper et al., 2001; Pieper, 2005). See Fig. (2.2). However, this dissertation is primarily concerned with two-body interactions \( v_{ij} \) for several reasons. 1) The three-body chiral-effective-field-theory interaction is available and used in a local form presently (Navrátil, 2007) (in fact, it has been used in quantum Monte Carlo calculations (Lovato et al., 2012)), while the two-body interaction is decidedly not. 2) While three-body effects are clearly important, two-body interactions are still dominant and should be treated first. 3) The methods we develop here could be adapted, with some modifications, to work with non-local three-body forces.

There are, broadly speaking, two classes of two-body potentials. Local, real-space, phenomenological potentials (of which Argonne’s \( v_{18} \) figures prominently (Wiringa et al., 1995)) and non-local, momentum-space potentials, which are often based on effective field theory (the N\(^3\)LO in chiral perturbation theory potential of Entem and Machleidt (2003) is a prime example).
Figure 2.2: A comparison of Green’s function Monte Carlo energies for various nuclei with and without three-body interactions. The interactions are the two-body AV$_{18}$ Hamiltonian with the three-body IL2 Hamiltonian. The shading indicates the Monte Carlo statistical errors (Pieper, 2005).

2.2.2 Argonne’s $v_{18}$ Interaction

The AV$_{18}$ potential can be written as the sum of three parts

$$v_{ij} = v_{ij}^\gamma + v_{ij}^\pi + v_{ij}^R,$$

(2.28)

where $v_{ij}^\gamma$ is a complete electromagnetic potential, $v_{ij}^\pi$ is the one-pion-exchange potential, and $v_{ij}^R$ is a short-range phenomenological potential. The electromagnetic potential includes one- and two-photon exchange Coulomb interactions ($C1$ and $C2$), vacuum polarization ($VP$), Darwin-Foldy ($DF$), and magnetic moment ($MM$) terms with appropriate proton and neutron form factors. It also includes finite-size effects
to account for the fact that protons and neutrons are not actually point-like particles. For proton-proton, neutron-proton, and neutron-neutron interactions it can be written

\[ v_{ij}^\gamma (pp) = V_{C1}(pp) + V_{C2} + V_{VP} + V_{DF} + V_{MM}(pp), \]
\[ v_{ij}^\gamma (np) = V_{C1}(np) + V_{MM}(np), \]
\[ v_{ij}^\gamma (nn) = V_{MM}(nn). \]

The one-pion-exchange potential includes charge-dependent effects by inclusion of the differences in neutral and charged pion masses. For proton-proton, neutron-proton, and neutron-neutron interactions it can be written as

\[ v_{ij}^\pi (pp) = f^2 v_{\pi}(m_{\pi^0}), \]
\[ v_{ij}^\pi (np) = -f^2 v_{\pi}(m_{\pi^0}) + (-1)^{T+1}2 f^2 v_{\pi}(m_{\pi^\pm}), \]
\[ v_{ij}^\pi (nn) = f^2 v_{\pi}(m_{\pi^0}), \]

where \( T \) is the isospin of the pair, \( f \) is a charge-independent value of the pion-nucleon coupling constant (see Wiringa et al. (1995) for details), and \( m_{\pi^0} \) and \( m_{\pi^\pm} \) are the neutral and charged pion masses, respectively. The potential \( v_{\pi}(m) \) is given by

\[ v_{\pi}(m) = \left( \frac{m}{m_{\pi^\pm}} \right)^2 \frac{1}{3} m c^2 \left[ Y_\mu(r) \sigma_i \cdot \sigma_j + T_\mu(r) S_{ij} \right], \]

where \( Y_\mu(r) \) and \( T_\mu(r) \) are the standard Yukawa and tensor functions exponentially cut off,

\[ Y_\mu(r) = \frac{e^{-\mu r}}{\mu r} \left( 1 - e^{-Cr^2} \right), \]
\[ T_\mu(r) = \left( 1 + \frac{3}{\mu r} + \frac{3}{(\mu r)^2} \right) \frac{e^{-\mu r}}{\mu r} \left( 1 - e^{-Cr^2} \right)^2, \]

\( \mu = mc/\hbar, \) \( c \) is the speed of light, and \( C \) is a shape parameter.
\( \sigma_i \) are the standard Pauli spin matrices, and \( S_{ij} \) is the tensor operator

\[
S_{ij} = 3(\sigma_i \cdot \hat{r}_{ij})(\sigma_j \cdot \hat{r}_{ij}) - \sigma_i \cdot \sigma_j,
\] (2.33)

with \( \hat{r}_{ij} \) the relative position vector between two nucleons.

The short-range phenomenological part \( v_{ij}^R \) is written as a sum of terms of the form

\[
v_{ST}^i(r) = I_{ST}^i T_{\mu}^2(r) + [P_{ST}^i + \mu r Q_{ST}^i + (\mu r)^2 R_{ST}^i] W(r),
\] (2.34)

where the constants \( I_{ST}^i, P_{ST}^i, Q_{ST}^i, \) and \( R_{ST}^i \) are spin- \((S)\) and isospin- \((T)\) dependent constants to be fit to data, and

\[
W(r) = \left[1 + e^{(r-r_0)/a}\right]^{-1},
\] (2.35)

is a Woods-Saxon function which provides the short range core. \( r_0 \) and \( a \) are additional shape parameters. A summary of the parameters used in the definition of the potential can be found in Table (2.1).

Table 2.1: Summary of various constants used in the definition of the AV18 potential.

<table>
<thead>
<tr>
<th></th>
<th>Fundamental constants</th>
<th>Shape parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hbar c )</td>
<td>197.32705 MeV fm</td>
<td></td>
</tr>
<tr>
<td>( m_{\pi^0} )</td>
<td>134.9739 MeV/c^2</td>
<td></td>
</tr>
<tr>
<td>( m_{\pi^\pm} )</td>
<td>139.5675 MeV/c^2</td>
<td></td>
</tr>
<tr>
<td>( C )</td>
<td>2.1 fm^-2</td>
<td></td>
</tr>
<tr>
<td>( r_0 )</td>
<td>0.5 fm</td>
<td></td>
</tr>
<tr>
<td>( a )</td>
<td>0.2 fm</td>
<td></td>
</tr>
</tbody>
</table>
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The one-pion-exchange potential and short range potential can be written in an operator form

\[ v_{ij}^{\pi} + v_{ij}^R = \sum_{p=1}^{n} v_p(r_{ij}) O_{ij}^p, \]  

(2.36)

where charge-independent operators include

\[ O_{ij}^{p=1,14} = [1, (\sigma_i \cdot \sigma_j), S_{ij}, L \cdot S, L^2, L^2(\sigma_i \cdot \sigma_j), (L \cdot S)^2] \otimes [1, (\tau_i \cdot \tau_j)] . \]

(2.37)

The τ are the standard Pauli matrices acting in isospin space, \( L = \frac{1}{2i}(r_1 - r_2) \times (\nabla_1 - \nabla_2) \) is the standard relative angular momentum operator, and \( S = \frac{1}{2} (\sigma_1 + \sigma_2) \) is the standard spin operator. Details about such operators can be found in, for example, Wiringa et al. (1984). Charge-independence breaking and charge-symmetry breaking in the interaction are introduced through the additional operators

\[ O_{ij}^{p=15,18} = [1, (\sigma_i \cdot \sigma_j), S_{ij}] \otimes T_{ij}, (\tau_{zi} + \tau_{zj}), \]

(2.38)

where \( T_{ij} \) is the isospin tensor operator defined analogously with the spin tensor operator. \( T_{ij} = 3\tau_{zi}\tau_{zj} - \tau_i \cdot \tau_j \). Details about these additional operators can be found in Wiringa et al. (1995).

The potential is fit to the Nijmegen NN scattering database (Bergervoet et al., 1990; Stoks et al., 1993), which contains 1787 pp and 2514 np data in the range from \( E_{lab} = 0 \) to 350 MeV. The \( \chi^2 \) per datum is 1.09.

2.2.3 The N³LO Interaction

The N³LO potential gets its name from the fact that it is a next-to-next-to-next-to-leading order calculation in chiral perturbation theory. Chiral perturbation theory is an effective field theory that describes low-energy pion and pion-nucleon physics. It is based on an effective Lagrangian written in terms of the observed fields (nucleons and pions), which is consistent with the symmetries of low-energy QCD: most
importantly Lorentz invariance and the (broken) chiral symmetry of the light quarks. The Lagrangian is an expansion in the chiral dimension (the number of derivatives or pion mass insertions). Tree diagrams of the theory reproduce well-known current algebra results, which are systematically improved by going to higher order. Loop diagrams are treated covariantly and regularized using dimensional regularization.

The \((\pi N)\) Lagrangian can be written (Entem and Machleidt, 2002b)

\[
\mathcal{L}_{\text{eff}} = \mathcal{L}_{\pi N}^{(1)} + \mathcal{L}_{\pi N}^{(2)} + \mathcal{L}_{\pi N}^{(3)} = \cdots ,
\]

where the superscript is the chiral dimension. See Fettes \textit{et al.} (2000, 2001) for a more complete description, details on field content, and a list of operators through dimension 4. As is the case with effective field theories, at each order, undetermined low-energy constants enter which must be fixed by experimental data. Contact is made with non-relativistic physics by using the heavy-baryon approximation of Jenkins and Manohar (1991). To lowest order,

\[
\mathcal{L}_{\pi N}^{(1)} \approx \bar{N} \left[ i \partial_0 - \frac{1}{4 f_\pi^2} \tau \cdot (\pi \times \partial_0 \pi) - \frac{g_A}{2 f_\pi} \tau \cdot (\sigma \cdot \nabla) \pi \right] N + \cdots ,
\]

where \(N\) is the nucleon field (a Dirac spinor and a Pauli spinor in isospin space), \(f_\pi\) is the pion decay constant \(f_\pi = 92.4\) MeV, \(\tau\) is a Pauli matrix in isospin space, \(\pi\) is the pion field, \(g_A\) is the axial vector coupling constant \(g_A = 1.29\), and \(\sigma\) is a standard Pauli spin matrix. The \(\pi N\) Lagrangian is ordered according to powers of small momenta \((Q/\Lambda_\chi)^\nu\), where \(Q\) is a momentum or pion mass in the diagram, and \(\Lambda_\chi \approx 1\) GeV is the chiral symmetry breaking scale. The power \(\nu\) of a given diagram can be determined by

\[
\nu = 2l + \sum_j (d_j - 1) ,
\]

where \(l\) is the number of loops, \(d_j\), the number of derivatives in the vertex \(j\), and the sum is over all vertices of the diagram.
In order to make contact with nucleon-nucleon scattering, the Bethe-Salpeter equation (Salpeter and Bethe, 1951) is invoked in a specific form (that of Blankenbecler and Sugar (1966)). The Blankenbecler-Sugar form is a set of three-dimensional coupled linear integral equations for relativistic scattering which contains the same information as the Bethe-Salpeter equation but is more agreeable to numerical work. This approach allows for a potential to be defined

\[ \bar{V}(p, p') \equiv \left\{ \begin{array}{l} \text{sum of irreducible } \pi + 2\pi \text{ contributions} \\ + \text{ contacts} \end{array} \right\}, \tag{2.42} \]

which satisfies the relativistic Blankenbecler-Sugar equations. Then, the potential

\[ V(p, p') \equiv \sqrt{\frac{M_N}{E_p}} \bar{V}(p, p') \sqrt{\frac{M_N}{E_p'}} \approx \left(1 - \frac{p'^2 + p^2}{4M_N^2}\right) \bar{V}(p, p'), \tag{2.43} \]

with \( E_p \equiv \sqrt{p^2 + M_N^2} \) the relativistic kinetic energy and \( M_N \) the nucleon mass, satisfies the non-relativistic Lipmann-Schwinger equation and can be used in non-relativistic calculations like any other non-relativistic potential (note that we are using the high-energy unit conventions here \( \hbar = c = 1 \)). More details are available in Entem and Machleidt (2002a, 2003).

As we have discussed, \( N^3\text{LO} \) comes from chiral perturbation theory which is a low-momentum expansion and is only valid for momenta in the range \( Q \ll \Lambda_\chi \approx 1 \text{ GeV} \). Thus, Entem and Machleidt (2002a, 2003) note that there is some need to regulate the potential \( V(p, p') \), so that higher-momentum behavior is suppressed. A choice that generates powers of momentum higher than those in the short-range contact terms is

\[ V(p, p') \to V(p, p')e^{-(p/\Lambda)^2n}e^{-(p'/\Lambda)^2n}, \tag{2.44} \]

where \( n = 2 \) and \( \Lambda \) is chosen to as 500 MeV for the \( N^3\text{LO} \) interaction used throughout this thesis (unless noted otherwise). However, as we will demonstrate in subsequent
chapters, it is likely that this choice Eq. (2.44) has unintended consequences for real-space nuclear structure methods such as Green’s function Monte Carlo, where the Fourier transform of the regulator will appear.

Consider a one-dimensional analogy. It is a well known fact that the Fourier transform of a Gaussian is a Gaussian.

\[
\int_{-\infty}^{\infty} \frac{dk}{2\pi} e^{ikx} e^{-\frac{x^2}{2\sigma^2}} = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{x^2}{2\sigma^2}},
\]

(2.45)

However, if the integral is cut off at some largest momentum value \( k_{\text{max}} \)

\[
\int_{-k_{\text{max}}}^{k_{\text{max}}} \frac{dk}{2\pi} e^{ikx} e^{-\frac{x^2}{2\sigma^2}},
\]

(2.46)

the Fourier transform “rings” as in Fig. (2.3).

Figure 2.3: The Fourier transform of a Gaussian is a Gaussian (the red dashed curve). However, cutting off the integral at some largest momentum value \( k_{\text{max}} \) results in “ringing” (the solid black curve). The dimensions are arbitrary here. \( \sigma = 0.5 \).

\( k_{\text{max}} = 3 \)
Now we examine the one-dimensional equivalent of the N$^3$LO regulator Eq. (2.44) for ease of visualization.

Define the one-dimensional regulator function as $\tilde{f}_n(k) = e^{-(\hbar k / \Lambda)^2 n}$. Taylor series expanding about zero, we find $\tilde{f}_n(k) \approx 1 - (\hbar k / \Lambda)^2 n + \cdots$. Clearly this choice does not generate powers of $k < k^{2n}$. However, despite the fact that this regulator function meets this condition and is smooth, it is relatively sharp, and therefore, the Fourier transform is likely to ring. The best-case scenario occurs for $n = 2$ and is shown in Fig. (2.4).

![Figure 2.4: The one-dimensional regulator function for $n = 2$.](image)

The Fourier transform to real space is

$$f_n(x) = \int \frac{dk}{2\pi} e^{ikx} \tilde{f}_n(k). \quad (2.47)$$

For comparison, we consider an alternate regulator. The properties we desire are as follows. 1) The regulator should generate powers of $k$ beyond a certain order. 2) The regulator should be smooth. 3) The regulator should have a minimal impact on the
real-space results. A candidate is

\[ \tilde{g}_n(k) = e^{-(\hbar k/\Lambda)^2} \left( \sum_{m=0}^{2n-2} \frac{(\hbar k/\Lambda)^{2m}}{m!} \right). \]  

(2.48)

For example, for \( n = 2 \),

\[ \tilde{g}_2(k) = e^{-(\hbar k/\Lambda)^2} \left( 1 + \left( \frac{\hbar k}{\Lambda} \right)^2 + \frac{1}{2} \left( \frac{\hbar k}{\Lambda} \right)^4 \right) \]  

(2.49)

This choice is obviously inspired by the fact that as \( n \to \infty \), \( \tilde{g}_n(k) \to 1 \). If we series expand \( \tilde{g}_n(k) \) for a given value of \( n \), we find, just as for the original regulator, \( \tilde{g}_n(k) \) does not generate powers of \( k \) below order \( 2n \). \( \tilde{g}_n(k) \approx 1 - \frac{1}{n!} \left( \frac{\hbar k}{\Lambda} \right)^{2n} + \cdots \). However, this alternate regulator is much more gradual of a cutoff and as Fig. (2.5) demonstrates, the ringing behavior in real space is reduced. The log-scale plot Fig. (2.6) is even clearer. Each “crease” in the figure represents an oscillation. This figure shows just how long the regulator \( f_2(x) \) rings.

Figure 2.5: The one-dimensional regulator functions for \( n = 2 \), Fourier transformed to real space (normalized so that \( f_n(0) = g_n(0) = 1 \).
Figure 2.6: The absolute value of the one-dimensional regulator functions for $n = 2$, Fourier transformed to real space (normalized so that $f_n(0) = g_n(0) = 1$). The $y$ axis is log scaled to emphasize the effect.

2.2.4 The CD-Bonn Interaction

We also briefly mention the CD-Bonn potential, a potential which is non-local but in an intermediate sense (less so than $N^3$LO) and thus which serves as a useful proxy for $N^3$LO during development of our methods. The specific version used here is the one from Machleidt (2001) which we refer to as CD-Bonn. The Bonn potential was the culmination of the efforts of several decades to construct a nucleon-nucleon potential from perturbative field theory of meson exchanges. A pedagogical review is available in Machleidt (1989). The theory largely reproduces the features of the nuclear force but at the cost of inventing spurious bosons such as the $\sigma$ or $\epsilon$ bosons. With the advent of QCD, it is has been largely relegated to the status of a model, albeit a relatively successful one.
Chapter 3

PROPAGATORS FOR NON-LOCAL POTENTIALS

3.1 Introduction

Quantum Monte Carlo methods use propagation in imaginary time to project out the low-energy states of a quantum many-particle system. The propagation is performed by first writing the many-body short-imaginary-time propagator. Accurate methods use a pair-product approximation (Ceperley, 1995; Pudliner et al., 1997) where the many-body propagator is written in terms of the propagator for each pair of particles. In order to perform a quantum Monte Carlo calculation using an arbitrary pair potential, we need to calculate the pair propagator in imaginary time.

The propagator ultimately depends on the initial and final relative coordinates, the imaginary time, and the spins and isospins of the pair:

\[
\langle r'S'M'T'T_z' | e^{-Ht} | rSMST_z \rangle.
\]  

The propagator is obtained by working in the standard channel basis where \( J^2, J_z, L^2, S^2, S_z, T^2 \) and \( T_z \) are good quantum numbers, with the total spin, \( S = S_1 + S_2 \), the total angular momentum \( J = L + S \), and total isospin \( T = T_1 + T_2 \). The basis states are \( |rJMLST_z \rangle \). Expressing the relative positions in spherical coordinates, the states are related by

\[
|r\theta\phi SMST_z \rangle = \sum_{JMLM_L} C^{JM}_{SMSLM_L} Y_{LM}(\theta, \phi) |rJMLST_z \rangle,
\]  

with \( Y \) a spherical harmonic and \( C \) a Clebsch-Gordan coefficient. The two-body
Hamiltonian commutes with $J^2$, $J_z$, $S^2$, $T^2$, and $T_z$. Therefore,

$$
\langle r' \theta' \phi' S'M'S'T'T_z | e^{-Ht} | r \theta \phi S'M'S'T'T_z \rangle = \sum \alpha C_{SM}^{JM} C_{JM}^{S'L'M'} Y_{LM_L}(\Omega) C_{JM}^{S'L'M'} Y_{LM_L}^{*}(\Omega) \langle r' J'M'L'S'L'T'T_z | e^{-Ht} | r J'M'L'S'L'T'T_z \rangle,
$$

(3.3)

where $\alpha = \{J'M'L'M'\}$, and $\Omega$ stands for the angular coordinates $(\theta, \phi)$. The objects $\langle r' J'M'L'S'L'T'T_z | e^{-Ht} | r J'M'L'S'L'T'T_z \rangle$ are the channel propagators.

The nuclear potential does not depend on the magnetic quantum number, $M$, and for any given isospin state $|TT_z\rangle$, there are two cases to consider. For $S = 0$, the spin singlet case, $J = L = L'$ and the channel propagators can be written as $g_L(r, r'; t)$. These obey the equation

$$
\left( -\frac{\hbar^2}{2m_r} \left[ \frac{\partial^2}{\partial r^2} - \frac{L(L + 1)}{r^2} \right] + v_L(r) + \frac{\partial}{\partial t} \right) g_L(r, r'; t) = \delta(t) \delta(r - r').
$$

(3.4)

For $S = 1$, the spin triplet case, $L'$ can differ from $L$ as long as the triangle inequality is obeyed: $L' - S \leq J \leq L' + S$. So, in principle, $L$ could couple to $L' = L, L' = L \pm 1,$ and $L' = L \pm 2$. However, the nuclear interaction conserves parity and so can only couple together states with $L$ to states with $L' = L, L \pm 2$. When $L$ and $L'$ differ, the (coupled-triplet) channel propagators obey the equations

$$
\left( \begin{array}{c}
\frac{\partial^2}{\partial r^2} + \frac{(J-1)(J)}{r^2} + v_J^{(-)}(r) + \frac{\partial}{\partial t} \\
v_J^{(+)}(r)
\end{array} \right) = \left( \begin{array}{c}
\frac{\partial^2}{\partial r^2} + \frac{(J+1)(J+2)}{r^2} + v_J^{(+)}(r) + \frac{\partial}{\partial t} \\
v_J^{(-)}(r)
\end{array} \right).
$$

(3.5)

where the superscripts $+(-)$ refer to $L$ or $L'$ taking values $J+1(J-1)$. For $S = 1$, and $L = L' = J$, the channel propagators are uncoupled and obey equations analogous to Eq. (3.4).

There are two standard ways to calculate the channel propagators in imaginary time. The Trotter break-up methods of Schmidt and Lee (1995) and the matrix
squaring methods of Klemm and Storer (1973). The calculation comes down to the question of how to efficiently exponentiate a matrix. See Moler and Van Loan (2003) for a discussion of this mathematical problem: though the title is humorous (see References), the authors deftly illustrate the numerical complexities of the problem. Both of these standard methods exploit the locality of the potential to reduce the computational effort needed. We briefly review both here to point out why non-local potentials require a different approach.

The method of Schmidt and Lee (1995) uses a symmetrized break up of the channel propagators

\[
\begin{align*}
e^{-Ht} &= \lim_{Nt \to \infty} \left(e^{-H\Delta t}\right)^{Nt}, \quad (3.6a) \\
e^{-H\Delta t} &\approx e^{-V\frac{\Delta t}{2}} e^{-T_{ke}\Delta t} e^{-V\frac{\Delta t}{2}}, \quad (3.6b)
\end{align*}
\]

where the symmetrized break up of the small-imaginary-time propagator, Eq. (3.6b), introduces errors of order \((\Delta t)^3\). The numerical procedure is as follows. The exponential of the potential is formed and multiplies an initial position array. The result is Fourier transformed to momentum space, where the kinetic energy operator \(T_{ke}\) is diagonal. The exponential of the kinetic energy is computed and multiplies the array. A Fourier transform back to position space is computed, where the exponential of the potential again multiplies the array. This constitutes a propagation in imaginary time by one time step, \(\Delta t\). If the Fourier transform is a fast Fourier transform (FFT) (Leforestier et al., 1991), the FFT is an order \(\ln N_S\) operation, where \(N_S\) is the dimension of the spatial grid used. The matrix-array multiplications are order \(N_S\) operations, but we must repeat for each of the \(N_S\) initial positions, and, as we repeat the small-time propagation \(N_t\) times, the calculation requires \(N_t N_S^2 \ln N_S\) operations.

Matrix squaring also takes advantage of the fact that the small imaginary-time propagator can be broken up as in Eq. (3.6b) and the relationship \(e^A = \left(e^{A/n}\right)^n\) to
write
\[ e^{-Ht} = \left( e^{-Ht/2^{N_t}} \right)^{2^{N_t}} = \left( \left( \cdots \left( e^{-Ht/2^{N_t}} \right)^2 \cdots \right) \right)^2. \tag{3.7} \]

The matrix squaring method requires order \( \ln N_t \) operations for the squaring step, and order \( N^3_S \) operations to form the \( N_S \) initial propagators. All together the calculation requires \( N^3_S \ln N_t \) operations.

Which of the above two methods to use, therefore, depends on the nature of the problem. If a smaller time \( t \) is necessary and a fine-resolution spatial grid, the methods of Schmidt and Lee (1995) may be more appropriate. However, if spatial resolution is less important and a large time is required, the matrix squaring technique is probably less computationally expensive.

In both cases, the fact that the potential \( v(r) \) is local in space is exploited to easily write down the exponential \( e^{-V \Delta t} \). For non-local potentials where \( V = v(r, r') \), this exponential is no longer trivially calculated. If we were to follow the method of Schmidt and Lee (1995), we would be required to exponentiate the non-diagonal potential matrix to obtain the short-imaginary time propagator: a problem equally as computationally expensive as exponentiating the Hamiltonian to begin with. If, we instead used the matrix squaring technique of Klemm and Storer (1973), we would need a reasonably accurate approximation to the exponential of the Hamiltonian to begin with. The Taylor series \( e^{-H \Delta t} \approx 1 - H \Delta t + \frac{1}{2} H^2 \Delta t^2 + \cdots \) comes to mind, but would likely require a \( \Delta t \) so small, that rounding errors will begin to become problematic. This difficulty is addressed in the following section (Lynn and Schmidt, 2012).
3.2 Methods for Non-Local Potentials

Non-local potentials are typically generated in momentum space from an effective field theory. With a potential defined in momentum space, \( V(k, k') \), it is natural that we proceed by constructing a Hamiltonian in momentum space as well. Our normalization and completeness conventions for our continuous real-space and momentum-space basis states are

\[
1 = \int d^3r |r\rangle \langle r| = \int \frac{d^3k}{(2\pi)^3} |k\rangle \langle k|.
\]  

(3.8)

\( r \) is the separation vector of the two nucleons and \( p = \hbar k \) the conjugate momentum. The overlaps between the states are

\[
\langle r|k\rangle = e^{ik·r}.
\]  

(3.9)

We also work in the standard channel basis, choosing our basis states as \( |rJMLSTT_z\rangle \) and \( |kJMLSTT_z\rangle \), with normalization and completeness given by (suppressing \( J, S, T, \) and \( T_z \))

\[
1 = \sum_{LM} \int_0^\infty r^2 dr |rLM\rangle \langle rLM| \\
= \sum_{LM} \int_0^\infty k^2 dk \frac{1}{(2\pi)^3} |kLM\rangle \langle kLM|.
\]  

(3.10)

The overlaps are

\[
\langle rLM|kLM'\rangle = 4\pi i^L j_L(kr)\delta_{LL'}\delta_{MM'}.
\]  

(3.11)

For numerical work, we compactify our real space to a sphere of radius \( R \). We choose the Dirichlet boundary condition on the sphere which forces our momentum-space spectrum to be discrete, with \( k_n^{(L)} \) \( R \) being the zeros of the spherical Bessel functions, \( j_L(k_n^{(L)} R) = 0 \). Below we often drop the superscript \( (L) \) when its value is clear from context. The discrete momentum states \( |k_nLM\rangle \) are chosen with unit
normalization so that
\[ \langle rLM|k_nL'M'\rangle = \sqrt{\frac{2}{R^3j_L(k_nR)^2j_L(k_nR)}}\delta_{LL'}\delta_{MM'} \]  
(3.12)

Our transformations can now be treated as orthogonal-matrix multiplications. Additional details about these methods can be found in Appendix A.

The momentum-space Hamiltonian for the uncoupled channels where \( L = J \) (for a given set of the quantum numbers — \( J, M, L, S, T, \) and \( T_z \) — which we suppress below) is
\[ \langle k_m|H|k_n\rangle = \frac{\hbar^2 k_m^2}{2m_r}\delta_{mn} + V(k_m, k_n), \]
(3.13)
with \( m_r \) the reduced mass. For the coupled channels, where the potentials couple the \( L = J \pm 1 \) states together, the Hamiltonian is
\[ \langle k_mL|H|k_nL'\rangle = \left( \begin{array}{cc}
\frac{\hbar^2 k_m^{(-)}^2}{2m_r}\delta_{mn} + V_-(k_m^{(-)}, k_n^{(-)}) & V_-(k_m^{(-)}, k_n^{(+)}) \\
V_+(k_m^{(+)}, k_n^{(-)}) & \frac{\hbar^2 k_n^{(+)}^2}{2m_r}\delta_{mn} + V_+(k_m^{(+)}, k_n^{(+)})
\end{array} \right), \]
(3.14)
where the superscripts \((-)\) and \((+)\) correspond to \( L \) or \( L' \) having values of \( J - 1 \) and \( J + 1 \). We then construct the momentum-space, imaginary-time propagator by diagonalization of the Hamiltonian, giving
\[ \langle k_m|e^{-Ht}|k_n\rangle = \sum_{i=1}^{N_k} \langle k_m|\psi_i\rangle e^{-E_i t} \langle \psi_i|k_n\rangle, \]
(3.15)
for the uncoupled channels, and
\[ \langle k_mL|e^{-Ht}|k_nL'\rangle = \sum_{i=1}^{N_k} \langle k_mL|\psi_i\rangle e^{-E_i t} \langle \psi_i|k_nL'\rangle, \]
(3.16)
for the coupled channels. The \( \{|\psi_i\rangle\} \) are eigenvectors of the Hamiltonian with corresponding eigenvalues \( \{E_i\} \). \( N_k \) is the number of discrete momentum states we keep.

We ensure that \( N_k \) is large enough such that the propagators converge. An estimate
of how large $k_{\text{max}}$ should be can be given by considering the kinetic energy alone. We want $k_{\text{max}}$ such that $\exp\left(-\frac{\hbar^2 k_{\text{max}}^2}{2m} t\right)$ can be neglected. In practice, we check the convergence by increasing our estimate for $k_{\text{max}}$ and ensuring our results do not change to the desired precision. With these methods, it is easy to ensure that the numerical truncation errors are completely negligible. For example, for the results shown here, we use $k_{\text{max}} = 40 \text{ fm}^{-1}$ ($N_k \sim 80$), and the propagators have truncation errors less than $10^{-10}$.

After transforming to real space, we have the matrix elements (the real-space channel propagators)

$$\langle r JMLSTT_\tau | e^{-Ht} | r' JML'ST\tau_\tau \rangle. \quad (3.17)$$

However, for use in Monte Carlo codes, we want the propagators in a 3D real-space basis, $|r\theta\phi SM_s TT_z\rangle$, and so we use Eq. (3.2) to transform.

In quantum Monte Carlo calculations, the particle positions are typically sampled from the central part of the propagator. The non-central parts are then included in the spin-isospin samples (auxiliary field diffusion Monte Carlo) or sums (Green’s function Monte Carlo). We will sample the propagators for these non-local potentials in the same way. Here, we define the central part of the propagator as the trace over all spins and isospins. For convenience we also choose a particular coordinate system where the initial separation lies along the $z$ axis, and the final separation is in the $xz$ plane such that we may take $\theta = \phi = \phi' = 0$ and we can visualize the central part of the propagator as a function of $r - r'$ and $\theta'$. For any particular application, we can always rotate into this configuration, propagate, and rotate back and the Green’s function Monte Carlo routines we use have been set up to perform these rotations. The central part of the propagator is then written as

$$G(r, r', \theta'; t) = \sum_{SM_s TT_z} \langle r SM_s TT_z | e^{-Ht} | r' \theta' SM_s TT_z \rangle. \quad (3.18)$$
3.3 Consistency of the Propagators at Large Imaginary Times

In the limit of large imaginary times, we expect that the propagators for different potentials should agree. The propagators are essentially density matrices for the two nucleon system:

$$\rho = \frac{\sum_i |\psi_i\rangle e^{-E_i t} \langle \psi_i|}{\sum_i e^{-E_i t}}, \quad \text{tr}\rho = 1,$$

(3.19)
corresponding to thermal equilibrium at the temperature $k_B T = t^{-1}$. Now, since any measurable quantity can be written as an expectation of a Hermitian operator $O$ which can be obtained via $\langle O \rangle = \text{tr}(\rho O)$, the density matrices (propagators) we obtain for the various potentials contain all the measurable information for this system. If the position or momentum of the nucleons could be determined with arbitrary precision, the density matrix would be in principle measurable. Since the position and momentum are not well defined for arbitrary values, the propagator is not completely measurable. If the various potentials we use are phase-shift equivalent — meaning they reproduce the physical scattering data at or below $E_{\text{lab}} \approx 350$ MeV ($E_{\text{c.m.}} \approx 175$ MeV) — then we would expect that starting at imaginary times $t \approx (175 \text{ MeV})^{-1}$, the various propagators should begin to agree more and more. In fact, we find that for $t \approx (50 \text{ MeV})^{-1}$, the higher-energy modes not constrained by current experimental data do not contribute substantially to the propagator.

We see from Eq. (3.19) that at $t \approx (175 \text{ MeV})^{-1}$, energies of 175 MeV and above are suppressed by a factor of $1/e$. Therefore, it is not surprising that at $t \approx (50 \text{ MeV})^{-1}$, where energies of 175 MeV and above are suppressed by a factor of $1/e^3 \approx 0.0498$, we find relatively good agreement between the propagators with different potentials. This result is analogous to the renormalization group results.
leading to the $V_{\text{low } k}$ potential of Bogner et al. (2003) and the similarity renormalization group results of Bogner et al. (2007), where the high energy modes are integrated out.

Figures 3.1–3.9 demonstrate these findings for three potentials: Argonne’s $v_{18}$ ($AV_{18}$) Wiringa et al. (1995), $N^3\text{LO}$, and $N^3\text{LO}(600)$ Entem and Machleidt (2003). The (600) in the second version of the $N^3\text{LO}$ potential refers to the value of $\Lambda$ used for the cutoff $V(p,p') \rightarrow V(p,p')e^{-(p/\Lambda)^2n}e^{-(p'/\Lambda)^2n}$, where $n$ is chosen according to the order of the calculation (see the discussion in Chapter 2 on $N^3\text{LO}$). The $N^3\text{LO}$ interaction uses $\Lambda = 500$ MeV, whereas the $N^3\text{LO}(600)$ interaction uses $\Lambda = 600$ MeV. For the diagonal cases, where we take $k = k'$, we define a quantum potential, $V_q(k,k;\tau)$ through the equation

$$\langle k|e^{-Ht}|k\rangle = \langle k|e^{-H_0\frac{\tau}{2}}e^{-V_q(k,k;\tau)t}e^{-H_0\frac{\tau}{2}}|k\rangle,$$  

(3.20)

with $H_0$ the free-particle Hamiltonian

$$H_0 = T_{\text{ke}} = \frac{p^2}{2m_r}. \hspace{1cm} (3.21)$$

In the off-diagonal cases ($k \neq k'$) we choose a particular $k$ value and plot against $k'$. For visual comparison, we subtract the free-particle propagator, $g(k,k') - g_0(k,k')$, since at the point $k = k'$, the kinetic energy component is large and obscures the result.

Figures 3.1–3.4 show the quantum potential in the singlet ($^1S_0$), uncoupled triplet ($^3P_0$), and coupled triplet ($^3S_1$ and $^3D_1$) channels. The imaginary times chosen correspond to a typical time step used in Green’s function Monte Carlo calculations, $t = (2000 \text{ MeV})^{-1}$, and imaginary times that roughly correspond to center-of-mass energies of 350 MeV, 175 MeV, and 50 MeV. As we have discussed above, the imaginary time of $t = (50 \text{ MeV})^{-1}$ is the time at which the effects attributable to energies
of 175 MeV and above are effectively integrated out. It is interesting to note that
the agreement of the quantum potentials is only good up to \( k \approx 2 \text{ fm}^{-1} \): this is the
approximate momentum value, \( k \), one would associate with the corresponding kinetic
energy: \( \frac{\hbar^2 k^2}{2m} = 175 \text{ MeV} \). This relationship (better and better agreement — but
only up to some cut off — as the potential is evolved) is precisely what is found in
similarity renormalization group and \( V_{\text{low } k} \) approaches.

![Figure 3.1: The quantum potential in the \( ^1S_0 \) partial wave as the propagator is cal-
lculated for successively longer imaginary times.](image)

It is tempting to interpret \( t \) as an evolution parameter for the quantum potential
in the same sense that the similarity renormalization group approach has \( s \) or \( \lambda \) (see,
for example, Bogner et al. (2007)). However, it is not clear if a direct comparison is at
all trivial. In the similarity renormalization group approach, the evolution parameter
\( s \) (and therefore \( \lambda \), since \( \lambda = 1/s^{1/4} \)) is defined through the rather simple evolution
The quantum potential in the $^3P_0$ partial wave as the propagator is calculated for successively longer imaginary times.

Equation for the potential

\[
\frac{dH_s}{ds} = \frac{dV_s}{ds} = [[G_s, H_s], H_s],
\]

where $G_s$ is a Hermitian operator that generates the transformation. ($G_s$ is often chosen to be $T_{ke}$, the kinetic energy). If we view our quantum potential akin to the similarity renormalization group’s $V_s$, our defining equation is

\[
e^{-Ht} = e^{-T_{ke}\frac{t}{2}}e^{-V_q(t)t}e^{-T_{ke}\frac{t}{2}}.
\]

We can expand this using the Baker-Campbell-Hausdorff relation, which gives an infinite series of nested commutators.
Figure 3.3: The quantum potential in the $^3S_1$ partial wave as the propagator is calculated for successively longer imaginary times.

The lowest order terms in an expansion in $t$ are

$$V_q(t) = V - \frac{t^2}{12} \left( [V, [V, T_{ke}]] - \frac{1}{2} [T_{ke}, [T_{ke}, V]] \right) + \cdots$$  \hspace{1cm} (3.24)

where the double commutators are suggestive of Eq. (3.22), but clearly not the same. The differential equation satisfied by $V_q(t)$ is not a simple, compact expression.

Figures 3.5-3.9, show the off-diagonal elements of the singlet ($^1S_0$), uncoupled triplet, ($^3P_0$), and coupled triplet ($^3S_1$, $^3D_1$, and $^3S_1-^3D_1$) channel propagators. As discussed above, they are shifted by the free-particle result to make comparisons easier. What we can see from these figures is a general trend towards universality with at least two caveats. First, the propagators tend to converge most rapidly around the point where $k = k'$. Our interpretation of this result is that low momentum transfer behavior is constrained by the phase-shift equivalence of the various potentials,
whereas higher momentum transfer behavior is not. Second, some channels converge better than others. For example, Fig. 3.8 has still not converged at \( t = (50 \text{ MeV})^{-1} \), and indeed, does not appear to converge well until \( t = (10 \text{ MeV})^{-1} \). This may be due to this channel’s sensitivity to the tensor part of the interaction, which the different potentials treat differently. These differences may point to true, quantifiable distinctions between the potentials.

Even though the potentials give propagators with the same sort of long imaginary time behavior, the many-body physics of the nucleus may not allow the use of the propagators in this regime. As mentioned above, in Green’s function Monte Carlo calculations, the imaginary time step needed to accurately approximate the many-body Green’s function by the pair-product is \( t = (2000 \text{ MeV})^{-1} \) for the Argonne \( v_{18} \) potential. For larger time steps, commutator terms in the Trotter breakup spoil the

Figure 3.4: The quantum potential in the \( ^3D_1 \) partial wave as the propagator is calculated for successively longer imaginary times.
approximation. Since, in the pair product approximation, these commutators occur only when three nucleons are close together, this indicates that three-body effects will also be important. That is, to be able to use the propagators in the limit where they become model independent, may require that three- and more-body terms in both the interaction and the propagators be included. This likely means that use of potentials like $V_{\text{low } k}$ for many-nucleon calculations will need to include many-body interactions. However, it is worth noting that for “softer” potentials like $N^3\text{LO}$ and other non-local potentials, the commutator terms may be smaller, allowing for a larger time step to be used and therefore, some possibility remains that “renormalized” potentials such

Figure 3.5: The off-diagonal propagator in the $^1S_0$ partial wave as the propagator is calculated for successively longer imaginary times.
Figure 3.6: The off-diagonal propagator in the $^3P_0$ partial wave as the propagator is calculated for successively longer imaginary times.

as $V_{low}$ potentials or similarity renormalization group potentials could be used in quantum Monte Carlo calculations.
Figure 3.7: The off-diagonal propagator in the $^3S_1$ partial wave as the propagator is calculated for successively longer imaginary times.

Figure 3.8: The off-diagonal propagator in the $^3D_1$ partial wave as the propagator is calculated for successively longer imaginary times.
Figure 3.9: The off-diagonal propagator in the $^3S_1-^3D_1$ partial wave as the propagator is calculated for successively longer imaginary times.
3.4 Quantum Monte Carlo with Non-Local Potentials

We now turn to the central parts of the propagators for the non-local N^3LO and N^3LO(600) potentials we have been considering throughout. Since the central part of the propagator is sampled in a quantum Monte Carlo calculation it should be positive-definite to avoid sign problems.

Figures 3.10 and 3.11 plot the central part of the propagator in real space, where the coordinates \(x'\) and \(z'\) are such that the origin corresponds to the final separation equal to the initial separation. That is, the relative coordinates are equal: \(r = r'\). The precise transformation between the original coordinates, \(r, r',\) and \(\theta'\) and the new coordinates, \(x'\) and \(z'\) is given by

\[
\begin{align*}
    r'^2 &= x'^2 + (r + z')^2 \quad \text{(3.25a)} \\
    \cos \theta' &= \frac{r + z'}{\sqrt{x'^2 + (r + z')^2}} \quad \text{(3.25b)}
\end{align*}
\]

and can be visualized in Fig. 3.12.

The structure we can see is a Gaussian-like peak about the initial separation as well as an antisymmetric trough at the position that corresponds to the two nucleons undergoing a position interchange: \(r' = -r\). The antisymmetric point is built in from tracing over the spins and isospins as in Eq. (3.18), and would be present even for Argonne \(v_{18}\). This point gives no extra difficulty — since it comes from the fermion character of the nucleons, it will be dealt with in the same way that the fermion sign problem is dealt with in Green’s function or auxiliary field diffusion Monte Carlo. That is, a path constraint (Wiringa et al., 2000) is imposed that eliminates the fermion sign problem. The constraint can then be released and forward walking steps taken (Wiringa et al., 2000; Pieper et al., 2002) to improve the results and check the effect of the constraint.
Figure 3.10: The $N^3$LO central propagator for initial separation, $r = 0.5$ fm, and imaginary time, $t = (2000 \text{ MeV})^{-1}$.

Figure 3.11: The $N^3$LO(600) central propagator for initial separation, $r = 0.5$ fm, and imaginary time, $t = (2000 \text{ MeV})^{-1}$.
Figure 3.12: The coordinate system used to visualize the central propagators. $O$ is the original origin, and $O'$ is the shifted origin such that $r = r'$ corresponds to the shifted origin.

However, if we zoom in on the shifted origin, as in Figs. 3.13, and 3.14, setting any positive parts of the propagator to zero, and make sure we are clear of the antisymmetric region, we find that the propagators appear to be “ringing”, much like Friedel oscillations. These negative parts may make it more difficult to perform quantum Monte Carlo calculations and keep the sign problem under control. However, these negative parts are quite small, of order $10^{-1}$ fm$^{-3}$, whereas the peak of the propagator is of order $10^2$ fm$^{-3}$. In fact, a typical slice through the propagator in the $x'$ direction looks like Figs. 3.15 and 3.16. In many cases, the negative parts are negligible.

A straightforward method to take the small negative regions into account, is to first set any negative part (not associated with the antisymmetry) to zero, run a quantum Monte Carlo calculation until it converges, and then add the negative parts
Figure 3.13: The negative parts of the N³LO central propagator for an initial separation, $r = 0.5$ fm, and imaginary time, $t = (2000 \text{ MeV})^{-1}$.

Figure 3.14: The negative parts of the N³LO(600) central propagator for an initial separation, $r = 0.5$ fm, and imaginary time, $t = (2000 \text{ MeV})^{-1}$.
Figure 3.15: A typical slice through the N$^3$LO central propagator for an initial separation, $r = 0.5\,\text{fm}$, and imaginary time, $t = (2000\,\text{MeV})^{-1}$.

Figure 3.16: A typical slice through the N$^3$LO(600) central propagator for an initial separation, $r = 0.5\,\text{fm}$, and imaginary time, $t = (2000\,\text{MeV})^{-1}$.
back in, in a perturbative fashion, using forward walking exactly as for the fermion sign problem. The extra sign changes from the propagator are handled in the same way as sign changes from the fermion character.

We can estimate the fraction of walkers in the initial time step that may be given negative weights by comparing the integral of the absolute value of the propagators to the integral of the propagators. That is, we estimate the fraction of walkers with negative weights, \( f \) by

\[
f = \frac{\int d^3r' \frac{1}{2} [|G(r, r'; t)| - G(r, r'; t)]}{\int d^3r' |G(r, r'; t)|}. \tag{3.26}
\]

We calculate the integral over the upper half volume to exclude the interchange. For N\(^3\)LO with an initial separation of 1.0 fm, we find \( f \sim \mathcal{O}(10^{-2}) \). If we now take the very conservative estimate for the alpha particle that all six pairs may be this close at one time and that the negative weights are acceptable so long as the fraction of walkers with negative weights is less than \( 1/e \), we find we can take approximately ten steps for N\(^3\)LO [with time step \((2000 \text{ MeV})^{-1}\)]. Green’s function Monte Carlo typically uses forward walking of about 10 to 20 steps of \((2000 \text{ MeV})^{-1}\) (Pieper et al., 2002; Wiringa et al., 2000). Therefore forward walking will allow us to remove any bias from the negative parts of the propagator. This can be compared to forward walking keeping the propagator constraint, but releasing the fermion constraint to separate the two effects.

In the above analysis, we have assumed that the imaginary time step used will be the same as that used in Green’s function Monte Carlo calculations with the Argonne family of potentials. Since the N\(^3\)LO potentials are softer, the relevant commutator terms will be smaller, and longer time steps may be possible. For longer time steps there is much less ringing, and the calculations will be substantially easier.
3.5 Conclusions

We have shown how to calculate the imaginary time pair propagators needed for quantum Monte Carlo calculations of nuclei and nuclear matter using non-local potentials in momentum space. The method is general enough to handle any non-local potential in momentum or real space, but in this dissertation, we focus on those derived from effective field theory (N³LO).

We find that the propagators display a universal behavior at large imaginary times, consistent with our expectations from renormalization group methods and the fact that the potentials are phase-shift equivalent, meaning that they reproduce the scattering data at or below laboratory energies of 350 MeV.

The central propagators sampled during Monte Carlo simulations for local potentials are expected to be positive-definite. Without this property, sign problems can develop. We find that for N³LO with a 500 MeV or 600 MeV cutoff in momentum space, the central propagator is not positive definite. However, the negative parts consist of “rings” reminiscent of Friedel oscillations and their magnitude is quite small compared with the overall shape of the central propagator. Since these potentials were developed in momentum space, no attempt was made to influence their behavior in position space. It should be possible to modify the N³LO potentials in such a way that they continue to reproduce the Nijmegen data with a low \( \chi^2 \), are still relatively soft, but have reduced ringing behavior. A modification of the choice of the regulator function used in the calculation of the N³LO potentials:

\[
V(k, k') \rightarrow V(k, k') e^{-(k/\Lambda)^2n} e^{-(k'/\Lambda)^2n},
\]

where \( \Lambda \) is the cutoff value, and \( n \) is an integer large enough such that powers of \( k \) are not generated less than the order of the calculation, (\( n \geq 2 \) for N³LO), may help. In any case, quantum Monte Carlo calculations should still be possible by
using a modified path constraint as described above. We are implementing these calculations.

While we have concentrated on calculating the imaginary time pair propagators from phenomenological potentials, it is amusing to note that since the few-body imaginary time propagators are simply imaginary-time correlations of the appropriate nucleon operators, they might eventually be directly extracted from lattice QCD calculations.
4.1 Introduction

In this chapter we present our results for constructing a good trial wave function for non-local potentials and how to perform Green’s function Monte Carlo calculations for non-local potentials. We begin by discussing the standard techniques for each and then discuss what modifications we have made to accommodate non-local potentials.

4.2 The Wave Function: Standard Form and Techniques

In Green’s function Monte Carlo calculations, the wave function contains spatial, spin, and isospin degrees of freedom. The most important part of the wave function — and the part on which we will concentrate, since our focus is the two-body interaction — is the pair wave function

\[ |\Psi_P\rangle = S \prod_{i<j} (1 + U_{ij}) |\Psi_J\rangle , \]

where \( S \) is a symmetrization operator, the \( U_{ij} \) are non-commuting two-body correlation operators, and \( |\Psi_J\rangle \) is the so-called Jastrow wave function, which is a product of central pair-correlation functions \( f_c(r_{ij}) \) multiplying an antisymmetric single-particle wave function \( |\Phi_A\rangle \) (Jastrow, 1955).

\[ |\Psi_J\rangle = \prod_{i<j} f_c(r_{ij}) |\Phi_A\rangle . \]
The single-particle wave functions $|\Phi_A\rangle$ are nucleus specific. For $s$-shell nuclei, for example, they are often merely antisymmetrized spin-isospin states.

$$|\Phi_3\rangle = A|p\uparrow p\downarrow n\uparrow\rangle, \text{ or } |\Phi_3\rangle = A|p\uparrow n\downarrow n\uparrow\rangle; \quad (4.3a)$$

$$|\Phi_4\rangle = A|p\uparrow p\downarrow n\uparrow n\downarrow\rangle, \quad (4.3b)$$

where $A$ is an antisymmetrizing operator. For larger nuclei into the $p$ shell, a significantly more complicated Jastrow wave function is used, since some of the nucleons must be placed in the $p$ shell (Pieper and Wiringa, 2001).

The correlation operators are

$$U_{ij} = \sum_{p=2}^m u_p(r_{ij})O^p_{ij}, \quad (4.4)$$

where $m$ can represent as many operators from the two-body interaction as is desired and practical. Because these two-body correlation operators do not commute, the symmetrization operator $S$ is used in Eq. (4.1) to keep the wave function overall antisymmetric as is required by the fermion nature of the nucleons. It does this by summing over all \(\frac{A(A-1)}{2}\) ! orderings of the terms in the product using Monte Carlo methods. This ansatz for the wave function is motivated by the idea that each operator present in the interaction can induce a correlation in the wave function.

We note that for the more general case, where three-body forces are included, an improved wave function is often used

$$|\Psi_T\rangle = \left[1 + \sum_{i<j<k} \left(U_{ijk} + U_{ijk}^{\text{TNI}}\right) + \sum_{i<j} U_{ij}^{LS}\right]|\Psi_P\rangle, \quad (4.5)$$

where $U_{ijk}$ and $U_{ijk}^{\text{TNI}}$ are non-commuting three-body correlations coming from the two- and three-body interactions, respectively. $U_{ij}^{LS}$ is a two-body correlation stemming from the two-body spin-orbit interaction. An extensive discussion of this form and its origins is given by Arriaga et al. (1995). This more general form breaks the cluster...
decomposition but the additional correlations are sufficiently weak that this can be neglected.

The central $f_c$ and non-central $u_p$ correlation functions are obtained by solving two-body Schrödinger-like equations with a modified phenomenological interaction that gives the correct short- and long-distance behavior of the nuclear system. That is, at short distances, the two-body interaction should be dominant; at long distances, the central correlation should decay exponentially like the separation energy of one nucleon from the remaining cluster of nucleons. We discuss here the simplest example, where only the dominant effect of one-pion exchange is considered, and only the central, spin, and spin-tensor/isospin correlations contribute. For $s$-shell nuclei, these are the most important pieces. For this, we follow the treatment detailed in Lomnitz-Adler et al. (1981). Details for the more involved cases (including those which involve the $p$-shell nuclei) may be found in Wiringa (1991) and Pieper and Wiringa (2001).

For this simplest case, the pair wave function Eq. (4.1), becomes

$$|\Psi_p \rangle = \left[ S \prod_{i<j} (1 + u_\sigma(r_{ij}) \sigma_i \cdot \sigma_j + u_{tr}(r_{ij}) S_{ij} \tau_i \cdot \tau_j) f_c(r_{ij}) \right] |\Phi_A \rangle .$$

The correlations $f_c$, $u_\sigma$, and $u_{tr}$ can be obtained by solving the following two-body equations in the $1S_0$, and $3S_1-3D_1$ channels ($m_r$ is the reduced mass of the two nucleons).

\[
\begin{align*}
\left[ -\frac{\hbar^2}{2m_r} \nabla^2 + v_c^{(1,0)} + \lambda^{(1,0)} \right] f_c^{(1,0)} &= 0, \\
\left[ -\frac{\hbar^2}{2m_r} \nabla^2 + v_c^{(0,1)} + \lambda^{(0,1)} \right] f_c^{(0,1)} + 8v_t^{(0,1)}f_t^{(0,1)} &= 0, \\
\left[ -\frac{\hbar^2}{2m_r} \left( \nabla^2 - \frac{6}{r^2} \right) + v_c^{(0,1)} + \lambda^{(0,1)} - 2v_t^{(0,1)} - 3v_b^{(0,1)} \right] f_t^{(0,1)} + v_t^{(0,1)}f_c^{(0,1)} &= 0.
\end{align*}
\] These are essentially the Schrödinger equation in the channels with additional phenomenological potentials $\lambda^{(T,S)}(r)$, which are used to enforce physical boundary conditions. The subscripts of $f_p^{(T,S)}$ with $p = c, t, b$ refer to the central, tensor and
spin-orbit portions of the interaction. The superscripts \((T, S)\) are the pair isospin and spin. The \(f_p^{(T,S)}\) are related to the correlations \(f_c, u_\sigma,\) and \(u_\tau\) of Eq. (4.6) by

\[
\begin{align*}
    f_c &= \frac{1}{4} \left( f_c^{(1,0)} + 3 f_c^{(0,1)} \right) , \\
    u_\sigma &= \frac{1}{4 f_c} \left( f_c^{(0,1)} - f_c^{(1,0)} \right) , \\
    u_\tau &= -\frac{1}{3 f_c} f_c^{(0,1)} .
\end{align*}
\]

(4.8a)  (4.8b)  (4.8c)

The \(\lambda^{(T,S)}\) are chosen so that the boundary conditions

\[
\begin{align*}
[f_c(r \to \infty)]^{A-1} &= \frac{e^{-\kappa r}}{r} , \\
rf_c(r \to 0) &= 0 ,
\end{align*}
\]

(4.9a)  (4.9b)

are satisfied, where,

\[
\begin{align*}
\kappa &= \sqrt{\frac{2M_r}{\hbar^2} E_S} , \\
M_r &= \frac{A - 1}{A} m .
\end{align*}
\]

(4.10a)  (4.10b)

\(E_S\) is the separation energy of one nucleon from the \(A - 1\) others, and \(M_r\) is the reduced mass of the separated nucleon with the cluster of the \(A - 1\) others. With these boundary conditions, the correlations have the following three properties. 1) When two nucleons are close together the dominant interaction is just the two-body nucleon-nucleon interaction. 2) When one nucleon separates from the cluster of the remaining \(A - 1\) nucleons, the product of \(A - 1\) central correlations decays exponentially like the separation energy \(E_S\). 3) The correlations are regular at the origin.

The \(\lambda^{(T,S)}\) are given by

\[
\lambda^{(T,S)}(r) = \frac{\hbar^2}{2m_r} \left( \kappa^2 - \frac{2(1 - \alpha)\kappa}{r} + \frac{\alpha(\alpha - 1)}{r^2} \right) \left( 1 - e^{-\frac{r}{C}} \right)^2 + \frac{\gamma^{(T,S)}}{1 + e^{-\frac{r}{R}}} ,
\]

(4.11)

where \(\alpha = \frac{1}{A-1}\), and \(C, R,\) and \(\mu\) (and in principle \(E_S\)) are variational parameters which are adjusted to minimize the variational energy. Though, it is found that in
practice $E_S$ is close to the separation energy. The first term ensures the asymptotic behavior of Eq. (4.9a); the exponential regulates the $\frac{1}{r^2}$ singularity. The strength of the Woods-Saxon term $\gamma^{(T,S)}$ is adjusted so that the small-$r$ behavior of Eq. (4.9b) is met. The standard method solves the differential equations Eqs. (4.7) using numerical techniques such as Numerov integration (Koonin and Meredith, 1998) with $\gamma^{(T,S)}$ adjusted to satisfy the boundary conditions to obtain the correlations. However, such numerical techniques are not practical when the potential is non-local.

4.3 The Wave Function: Non-Local Potentials

The point of departure for non-local potentials from the standard methods is the numerical solution of Eqs. (4.7) when the potential is no longer local. As in the case of the propagator, we turn to momentum space, where non-local potentials are typically defined.

We recast the differential equations in the discrete momentum space as

$$\langle k_m T S | H + \tilde{\lambda}^{(T,S)} | \tilde{f}_p^{(T,S)} \rangle = 0,$$

(4.12)

where $H$ is the nuclear Hamiltonian in the discrete momentum space, and $\tilde{\lambda}^{(T,S)}$ and $\tilde{f}_p^{(T,S)}$ are the phenomenological potentials Eq. (4.11) and the correlations, respectively, in the discrete momentum space. Now, the various $\tilde{f}_p^{(T,S)}$ are the eigenvectors with zero eigenvalue of the modified Hamiltonians: $H + \tilde{\lambda}^{(T,S)}$. Therefore, we can obtain them by diagonalization.

We numerically construct the singlet channel ($^1S_0$) Hamiltonian

$$\langle k_m, T = 1, S = 0 | H + \tilde{\lambda}^{(T=1,S=0)} | k_n, T = 1, S = 0 \rangle$$

$$= \frac{\hbar^2 k_m^2}{2m_r} \delta_{mn} + V(k_m, k_n) + \tilde{\lambda}^{(T=1,S=0)}(k_m, k_n),$$

(4.13)
and the triplet channel \((^3S_1-^3D_1)\) Hamiltonian

\[
\langle k_m, T = 0, S = 1, L'| H + \tilde{\lambda}^{(T=0, S=1)} | k_n, T = 0, S = 1, L \rangle = \\
\begin{pmatrix}
H_{--} + \tilde{\lambda}^{(T=0, S=1)}(k_m^{(-)}, k_n^{(-)}) & H_{-+} \\
H_{+-} & H_{++} + \tilde{\lambda}^{(T=0, S=1)}(k_m^{(+)}, k_n^{(+)})
\end{pmatrix}
\] (4.14)

where \(H_{\pm, \pm}\) are the discrete-momentum-space Hamiltonian as in Eq. (3.14).

Now, we choose a value \(\gamma^{(T,S)}\) for the Woods-Saxon strength, which can be zero to start, and using the nuclear energy scale, \(O(1)\) MeV, we find upper and lower bounds. Then we use the simple bisection method (Koonin and Meredith, 1998) to determine the value of \(\gamma^{(T,S)}\) which forces the lowest eigenvalue of the modified Hamiltonian to zero (within some specified relative tolerance usually chosen to be \(O(10^{-10})\)). The bisection method works by bracketing the root of a continuous function \(f\) in some interval \(a < x < b\). That interval is repeatedly bisected, selecting a new subinterval bracketing the root in each iteration. Bracketing the root means we have two values in the domain \(a\) and \(b\) such that \(f(a)\) and \(f(b)\) have opposite signs, then by the intermediate value theorem \(f\) has a root on the interval. There are more sophisticated numerical root-finding methods that could be used, but bisection is quite robust, simple to implement, and guaranteed to converge to machine precision in about 50 iterations.

Once the lowest eigenvalue is zero within the specified tolerance, the lowest accompanying eigenvector is the discrete-momentum-space correlation: \(f^{(T,S)}_p(k_n) = \langle k_n TSL| f^{(T,S)}_p \rangle\), and the real-space correlation we desire is obtained as an eigenfunction expansion in the discrete momentum space as detailed in Appendix A. One additional subtlety must be addressed. We want to ensure that the asymptotic behavior of the correlation is the boundary-condition exponential Eq. (4.9a), even though the basis goes to zero at \(r = R\). Thus we scale the correlation such that the logarithmic derivative of the correlation and the boundary-condition exponential agree at some
point beyond the range of the potential (typically beyond 8 fm). This ensures that
the correlation and the boundary-condition exponential are smoothly “attached” in
the asymptotic region.

We present results for $^4\text{He}$ below. Table (4.1) shows the values of the variational
parameters used. $E_S$ is taken to be the approximate difference in the two-body
binding energies between $^4\text{He}$ and $^3\text{H}$: $E_S \approx 24 \text{ MeV} - 8 \text{ MeV} = 16 \text{ MeV}$. Fig. (4.1)
shows the singlet channel correlation, $f_{c}^{(1,0)}(r)$ for three different potentials using
our diagonalization method outlined above. The plots themselves are of interest,

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$C$</td>
<td>1.0 fm</td>
</tr>
<tr>
<td>$R$</td>
<td>1.0 fm</td>
</tr>
<tr>
<td>$\mu$</td>
<td>0.5 fm</td>
</tr>
<tr>
<td>$E_S$</td>
<td>16.0 MeV</td>
</tr>
</tbody>
</table>

since they demonstrate some of the words that are often used to describe differences
between the potentials. For example, non-local potentials are typically described as
“softer” than the local AV$_{18}$. This is visible in the differences in the plots at small $r$.
Two nucleons interacting via Argonne’s $v_{18}$ potential are less likely to be separated
by distances $r \lesssim 1 \text{ fm}$ than two nucleons interacting via the CD-Bonn or N$^3$LO
potentials. The boundary-condition exponential, Eq. (4.9a), is also displayed, which
demonstrates that the correlations obey the correct asymptotic behavior.

Fig. (4.2) displays the central and tensor correlations, $f_{c}^{(0,1)}(r)$ and $f_{t}^{(0,1)}(r)$. The
upper set of curves are the central correlations, $f_{c}^{(0,1)}(r)$. These are essentially mod-
ified $S$-state deuteron wave functions for the three different potentials. These three
Figure 4.1: The correlation $f_c^{(1,0)}(r)$ (the $^1S_0$ channel) calculated using our diagonalization method for three different potentials: the boundary-condition exponential is also displayed, where $\alpha = \frac{1}{A-1} = \frac{1}{5}$.

Curves also obey the same asymptotic boundary condition as the singlet correlations above. As in the case of the singlet correlations, it is clear that the two non-local potentials have a softer “core”.

The lower set of curves are modified $D$-state deuteron wave functions. The contrast between the $N^3LO$ wave function and the others is noteworthy. Even in Fig. (4.2), one can see that the $D$-state wave function for the $N^3LO$ potential is oscillating about the others. But, the subsequent figure makes it clear: Fig. (4.3) shows a portion of the $D$-state wave functions for the three different potentials with the $y$ axis log scaled to emphasize the effect. This figure, taken seriously, suggests that there is non-trivial physics happening out as far as $\sim 8 – 10$ fm in the $N^3LO$ potential. The
more likely explanation is the choice of the regulator used in the N$^3$LO potential: see Chapter 2, Section 2.2.3 for a discussion of the regulator.

Since this method of obtaining the correlations is distinct from the method typically used, it is worthwhile to make certain checks to ensure that we agree with previous calculations in certain limits. For example, if we consider the two-body ($A = 2$) nucleus, the deuteron, we can set $\lambda^{(T,S)}(r)$ to zero, and the correlations $f^{0,1}_c(r)$ and $f^{0,1}_t(r)$ thus obtained in the $^3S_1-^3D_1$ channel are the $S$- and $D$-state contributions to the deuteron wave function:

$$\psi^{(M)}_D(r) = \left[ f^{0,1}_c(r) + \frac{S_{12}(\hat{r})}{\sqrt{8}} f^{0,1}_t(r) \right] \frac{\chi_M}{\sqrt{4\pi}},$$  \hspace{1cm} (4.15)$$

where $\chi_M$ is the spin wave function, and $S_{12}$ the tensor operator. The wave function

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.2.png}
\caption{The correlations $f^{0,1}_c(r)$ and $f^{0,1}_t(r)$ (the $^3S_1-^3D_1$ channel) calculated using our diagonalization method for three different potentials: the boundary-condition exponential is also displayed, where $\alpha = \frac{1}{\lambda - 1} = \frac{1}{3}$. The upper curves are the central correlations; the lower curves are the tensor correlations.}
\end{figure}
Figure 4.3: A portion of the correlation $f_t^{(0,1)}(r)$ calculated using our diagonalization method for three different potentials. The y axis is log scaled to make the “ringing” effect of the N$^3$LO wave function clearer.

is often written in terms of the reduced $S$- and $D$-state wave functions $u(r)$ and $w(r)$.

$$\psi_D^{(M)}(r) = \left[ \frac{u(r)}{r} + \frac{S_{12}(\hat{r})}{\sqrt{8}} \frac{w(r)}{r} \right] \frac{X_M}{\sqrt{4\pi}},$$  

(4.16)

which leads to the identification, $u(r) = rf_t^{(0,1)}(r)$, and $w(r) = rf_t^{(0,1)}(r)$. With the deuteron wave function, we can calculate several observables and compare with previous calculations.

We choose the quadrupole moment, $Q$ defined as

$$Q = \frac{1}{\sqrt{50}} \int dr r^2 Q(r),$$  

(4.17)

where $Q(r) = u(r)w(r) - w^2(r)/\sqrt{8}$, the matter radius, $\langle r^2 \rangle_D$, defined as

$$\langle r^2 \rangle_D = \frac{1}{4} \int dr r^2 (u^2(r) + w^2(r)), \quad$$  

(4.18)
and the $D$-state probability (not quite an observable (Friar, 1979)), defined as

$$P_D = \int dr w^2(r) \quad (4.19)$$

(Garçon and Orden, 2001), and display the results in Table (4.2).

Table 4.2: Deuteron properties for three different potentials as calculated from our wave functions obtained via diagonalization compared with experiment.

<table>
<thead>
<tr>
<th></th>
<th>AV$_{18}$</th>
<th>N$^3$LO</th>
<th>CD-Bonn</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quadr. moment $Q$ (fm$^2$)</td>
<td>0.270$^a$</td>
<td>0.275$^a$</td>
<td>0.270$^a$</td>
<td>0.2860(15)$^b$</td>
</tr>
<tr>
<td>Matter radius $\langle r^2 \rangle_D$ (fm)</td>
<td>1.97$^a$</td>
<td>1.974$^a$</td>
<td>1.965$^a$</td>
<td>1.971(6)$^c$</td>
</tr>
<tr>
<td>$D$-state probab. $P_D$ (%)</td>
<td>5.76</td>
<td>4.51</td>
<td>4.85</td>
<td>—</td>
</tr>
</tbody>
</table>

$^a$ Without meson current contributions or relativistic corrections.

$^b$ (Bishop and Cheung, 1979)

$^c$ (Ericson and Rosa-Clot, 1983)

4.4 Green’s Function Monte Carlo

Now we would like to present the Green’s function Monte Carlo method in more detail, highlighting what changes must be made to accommodate non-local potentials. We begin by presenting a more detailed explanation of the variational Monte Carlo method used to prepare a set of walkers to be used in the Green’s function Monte Carlo method.

4.4.1 Variational Monte Carlo and Non-Local Potentials

As was summarized in Chapter 2, variational Monte Carlo calculations begin with a trial wave function which contains variational parameters. The wave function
has the form described in this chapter. Expectation values are calculated by Monte Carlo sampling in both configuration space and in the order of the operators in the symmetrized product of Eq. (4.1).

\[
\langle O \rangle = \frac{\sum_{\alpha\beta} \sum_{pq} \int dR \Psi^\dagger_{\alpha p}(R) O \Psi_{\beta q}(R) / W_{pq}(R)}{\sum_{\alpha\beta} \sum_{pq} \int dR \Psi^\dagger_{\alpha p}(R) \Psi_{\beta q}(R) / W_{pq}(R)},
\]

where the weight function \( W_{pq}(R) \) is given by

\[
W_{pq}(R) = \text{Re} \left( \sum_{\alpha\beta} \Psi^\dagger_{\alpha p}(R) \Psi_{\beta q}(R) \right).
\]

The sums on \( \alpha \) and \( \beta \) (the spin-isospin sums) are carried out explicitly, while the integral and sums on the orderings of the operators in the symmetric product (\( p \) and \( q \) represent different orderings) are carried out with Monte Carlo sampling using a Metropolis random walk, where samples are drawn from the distribution \( W_{pq}(R) \). Monte Carlo expectation values have statistical errors which are estimated by the standard deviation

\[
\sigma = \sqrt{\frac{\langle O^2 \rangle - \langle O \rangle^2}{N - 1}}, \quad (4.22)
\]

where \( N \) is the number of samples which are statistically independent from one another. This often means that the number of configurations actually sampled is larger than \( N \) since \( O(10) \) samples, or more, are generated between each statistically-independent sample.

Perhaps the most interesting operator is the Hamiltonian to obtain the variational energy. For local potentials where the two-body Hamiltonian is the sum of the Laplacian operator and a local potential operator, \( \langle r'_{ij} | v | r_{ij} \rangle = v_{ij}(r) \delta^{(3)}(r - r') \) (plus, at most, one or two derivatives associated with linear and quadratic spin-orbit operators) obtaining the local energy (the energy at the position \( R \)) requires calculating the first and second derivatives. As detailed by Wiringa (1991), the first and second derivatives are obtained by moving each nucleon a small distance \( \epsilon \) in the positive
and negative directions along each axis, and then forming the finite differences

\[
\frac{\partial \Psi_q(R)}{\partial r^m_i} = \frac{1}{2 \epsilon} [\Psi_q(R + \epsilon r^m_i) - \Psi_q(R - \epsilon r^m_i)],
\]

\[
\frac{\partial^2 \Psi_q(R)}{\partial (r^m_i)^2} = \frac{1}{\epsilon} [\Psi_q(R + \epsilon r^m_i) - 2 \Psi_q(R) + \Psi_q(R - \epsilon r^m_i)],
\]

(4.23)

where \(r^m_i\) is the \(m\)th spatial component of nucleon coordinate \(r_i\). This amounts to \(6A + 1\) evaluations of the wave function. Additional evaluations of the wave function are necessary for quadratic spin-orbit operators from the Hamiltonian, where mixed second derivatives are used. These additional complications are discussed in detail in Wiringa (1991). The effect is that the number of evaluations is \(\mathcal{O}(10P)\), where \(P = A(A - 1)/2\) is the number of pairs.

For non-local potentials, there are not just first and second derivatives to contend with. The potential has a complicated momentum-dependent structure. In configuration space it depends non-trivially on the relative separation of a pair at this moment and the relative separation of that pair in the next moment. Thus, the evaluation of the local energy requires an additional integration for each pair over the pair separation. That is, for each pair we have a contribution to the local energy of the form

\[
\sum_{\alpha \beta} \sum_{pq} \int d^3r_{ij} \int d^3r'_{ij} \Psi_{\alpha p}(r_{ij}) H(r_{ij}, r'_{ij}) \Psi_{\beta q}(r'_{ij}) \frac{\sum_{\alpha \beta} \sum_{pq} \int d^3r_{ij} \Psi_{\alpha p}(r_{ij}) \Psi_{\beta q}(r_{ij})}{\sum_{\alpha \beta} \sum_{pq} \int d^3r_{ij} \Psi_{\alpha p}(r_{ij}) \Psi_{\beta q}(r_{ij})}.
\]

(4.24)

The most straightforward approach would be to treat the additional integral \(\int d^3r'_{ij}\) numerically, but not with Monte Carlo. However, this would likely lead to large computational cost. Each pair requires this additional three-dimensional integral. Suppose the number of integration points required is \(n\), where based on the range of the potential we might conservatively expect \(n \sim \mathcal{O}(10^3)\). Then the cost of evaluating the local energy is \(nP \sim 10^3P\). This is orders of magnitude more than for a local potential. However, it is possible that this additional integral can be done using Monte Carlo sampling if the variance of the integral over the pair separation is comparable to
the variance of the other integrations, in which case it is conceivable that the number of samples could reduce \( n \) to \( \mathcal{O}(100) \) or even \( \mathcal{O}(10) \), which would be comparable to the evaluation of the local energy for the full local AV18 potential.

4.4.2 Green’s Function Monte Carlo and Non-Local Potentials

We begin by providing more details on the standard Green’s function Monte Carlo method and then discuss what changes need to be made to accommodate non-local potentials. An analysis of the method may begin with the understanding that we want the wave function at an imaginary time \( t + \Delta t \) supposing we already have it at an imaginary time \( t \). To obtain the wave function at the later imaginary time, we propagate in imaginary time

\[
|\Psi(t + \Delta t)\rangle = e^{-H\Delta t} |\Psi(t)\rangle.
\] (4.25)

Inserting a complete set of states and projecting onto a state \( \langle R\alpha \rangle \) we obtain

\[
\langle R\alpha |\Psi(t + \Delta t)\rangle = \sum_\beta \int dR' \langle R\alpha |e^{-H\Delta t}|R'\beta\rangle \langle R'\beta |\Psi(t)\rangle \Psi^*_{T\beta}(R').
\] (4.26)

However, because the integral \( \int dR' \) is done using Monte Carlo, it is a waste of effort to compute the integral for regions where the integrand is small or negligible. Thus, we introduce and importance sampling function \( \Psi_I(R) \) which is often taken to be the trial wave function \( \Psi_T(R) \).

\[
\langle R\alpha |\Psi(t + \Delta t)\rangle = \sum_\beta \int dR' \frac{\langle R\alpha |e^{-H\Delta t}|R'\beta\rangle}{\Psi^*_{T\beta}(R')} \langle R'\beta |\Psi(t)\rangle \Psi^*_{T\beta}(R').
\] (4.27)

Samples are now drawn from \( \langle R'\beta |\Psi^*_I(R)\rangle \), and to make the equation a consistent integral equation for this function, we multiply both sides by the importance sampling function.

\[
\langle R\alpha |\Psi(t + \Delta t)\rangle \Psi^*_{T\alpha}(R) = \sum_\beta \int dR' \Psi^*_{T\alpha}(R) \frac{\langle R\alpha |e^{-H\Delta t}|R'\beta\rangle}{\Psi^*_{T\beta}(R')} \langle R'\beta |\Psi(t)\rangle \Psi^*_{T\beta}(R').
\] (4.28)
Now, to propagate forward, we sample

$$\frac{\Psi^*_{T\alpha}(R)}{\Psi^*_{T\beta}(R')} \langle R\alpha | e^{-H\Delta t} | R'\beta \rangle. \quad (4.29)$$

This is achieved by expressing the propagator in the pair product form of Eq. (2.18):

$$\langle R\alpha | e^{-H\Delta t} | R'\beta \rangle = G_0(R, R') \langle \alpha | S \prod_{i<j} g_{ij}(r_{ij}, r'_{ij}; \Delta t) | \beta \rangle. \quad (4.30)$$

where $G_0(R, R') = \langle R | e^{-H_0\Delta t} | R' \rangle$ is the many-body free-particle propagator, and $\langle \alpha | g_{ij}(r_{ij}, r'_{ij}; \Delta t) | \beta \rangle$ and $\langle \alpha | g_{0,ij}(r_{ij}, r'_{ij}; \Delta t) | \beta \rangle$, are the interacting and free-particle pair propagators, respectively. In the short imaginary time limit, we can use the primitive approximation for the interacting pair propagator

$$\langle \alpha | g_{ij}(r_{ij}, r'_{ij}; \Delta t) | \beta \rangle \approx \langle r_{ij} \alpha | e^{-V\Delta t} | r_{ij} \beta \rangle \langle r_{ij} \beta | e^{T_{ke}\Delta t} | r' \beta \rangle. \quad (4.31)$$

The potential is local, so the exponential of the potential gives a delta function, and the kinetic energy is diagonal in spin-isospin space, giving a Kronecker delta:

$$\langle \alpha | g_{ij}(r_{ij}, r'_{ij}; \Delta t) | \beta \rangle \approx \langle r_{ij} \alpha | e^{-V\Delta t} | r_{ij} \beta \rangle \langle r_{ij} \beta | e^{T_{ke}\Delta t} | r' \beta \rangle. \quad (4.32)$$

Therefore, in this limit the ratio

$$\frac{g_{ij}(r_{ij}, r'_{ij}; \Delta t)}{g_{0,ij}(r_{ij}, r'_{ij}; \Delta t)} \approx \langle r_{ij} \alpha | e^{-V\Delta t} | r_{ij} \beta \rangle,$$  \quad (4.33)$$

and the many-body propagator is therefore

$$\langle R\alpha | e^{-H\Delta t} | R'\beta \rangle = G_0(R, R') \langle \alpha | S \prod_{i<j} g_{ij}(r_{ij}, r'_{ij}; \Delta t) | \beta \rangle$$

$$\approx \langle R | e^{-T_{ke}\Delta t} | R' \rangle \langle R\alpha | e^{-V\Delta t} | R'\beta \rangle,$$  \quad (4.34)$$

which demonstrates that for local potentials the pair product form is correct at short imaginary times. For non-local potentials a similar but more careful form will need
to be used which divides by the free-particle pair propagator for $\alpha = \beta$, but not when $\alpha \neq \beta$.

Then, new positions $R$ are proposed from $G_0$. One way to accomplish this is to take as possible new positions for each pair, the 6 at $r_i \pm x_i$, where $x_i$ are sampled from $G_0$. Then a weight is calculated which is given by

$$W_i = \frac{w_i}{\sum_i w_i},$$

(4.35)

where the $w_i$ are given by

$$w_{\alpha\beta}(R, R') = \frac{\Psi_{T\alpha}^*(R)}{\Psi_{T\beta}^*(R')} \langle \alpha | S \prod_{i<j} g_{ij}(r_{ij}, r'_{ij}; \Delta t) g_{0,ij}(r_{ij}, r'_{ij}; \Delta t) | \beta \rangle.$$

(4.36)

The value of this weight is used to determine which of the 6 proposed new positions for each pair is chosen. With this method, mixed estimates of operators, including the Hamiltonian to obtain the local energy are calculated. Evaluating the local energy now proceeds exactly as described in our discussion of variational Monte Carlo above.

In addition to the local energy, it is possible to calculate a value known as the growth energy. That is, by averaging the Green’s function itself, we can often extract an estimate for the energy of the system. Using the cumulant expansion, we can write

$$-\frac{1}{\Delta t} \log \langle e^{-H\Delta t} \rangle = \langle H \rangle - \frac{1}{2} \sigma_H^2 \Delta t + \cdots,$$

(4.37)

where $\sigma_H^2$ is the variance. To see this, start with the expectation value of the exponential of some operator and expand in a Taylor series

$$\langle e^{-O \Delta t} \rangle = 1 - \langle O \rangle \Delta t + \frac{1}{2} \langle O^2 \rangle \Delta t^2 + \mathcal{O}(\Delta t^3).$$

(4.38)

Now, compare this to the exponential of the expectation value and the exponential of the variance.

$$e^{-\langle O \rangle \Delta t} = 1 - \langle O \rangle \Delta t + \frac{1}{2} \langle O^2 \rangle \Delta t^2 + \mathcal{O}(\Delta t^3)$$

(4.39a)

$$e^{\frac{1}{2}[\langle O^2 \rangle - \langle O \rangle^2] \Delta t^2} = 1 + \frac{1}{2} \langle O^2 \rangle \Delta t^2 - \frac{1}{2} \langle O \rangle^2 \Delta t^2 + \mathcal{O}(\Delta t^3)$$

(4.39b)
Comparing the two, we see that, to order $\Delta t^2$, 

$$\langle e^{-O\Delta t} \rangle = e^{-\langle O \rangle \Delta t + \frac{1}{2}[\langle O^2 \rangle - \langle O \rangle^2]} \Delta t^2. \quad (4.40)$$

And therefore, to order $\Delta t$, 

$$-\frac{1}{\Delta t} \log \langle e^{-O\Delta t} \rangle = \langle O \rangle - \frac{1}{2} [\langle O^2 \rangle - \langle O \rangle^2] \Delta t. \quad (4.41)$$

This allows for the possibility that we can calculate a “one-step” Green’s function Monte Carlo calculation, without addressing the additional three-dimensional integral necessary for calculating the local energy. This would proceed as follows. A set of configurations (walkers) is generated from a variational Monte Carlo calculation. Then a single Green’s function Monte Carlo step in $\Delta t$ is taken. The weight is calculated and the walkers are then returned to their initial configurations. This is repeated many times, generating an average for the expectation value $\langle e^{-H\Delta t} \rangle$. In Chapter 5, we present results for this one-step Green’s function Monte Carlo method for several cases.

A complication that arises that must be addressed is the choice of the importance function $G_0$ in the sampling of the new positions during the propagation. For local potentials, such as Argonne’s $v_{18}$, $G_0$ is the many-body free-particle propagator, and this choice works well. For non-local potentials, we have found this choice to be inadequate for at least two reasons.

The interacting pair propagator for non-local potentials $g_{ij}$ typically extends well past the free-particle pair propagator $g_{0,ij}$, such that the division $g_{ij}/g_{0,ij}$ yields large values out in the tail regions of the propagator. This gives rise to large variance in the calculation. Therefore, an alternative must be found. One choice, as discussed in Chapter 3, would be the central part of the pair propagator (the trace over spins and isospins of the pair propagator), although as discussed in Chapter 3 there are
complications which arise there, because of the fact that the central part of the pair propagator for a non-local potential is not positive definite. One solution is as proposed in Chapter 3, to set the small negative regions to zero and add them back in perturbatively. Another solution may be to add in unphysical channels (which are projected out when the propagator acts on the antisymmetric wave function) which will ensure the positive-definite character of the central part. These options are currently under investigation. A second reason the free-particle propagator $G_0$ is likely to be inadequate is the fact that the binding energy for Argonne’s $v_{18}$ largely appears to come from integrating over regions very close to the initial separation of a pair. For non-local potentials it appears that this is no longer the case. Evidence for this assertion is presented in Chapter 5.
With the development of any new method which is a generalization of a currently used and successful method, it is prudent to check that the new agrees in certain limits with the old: a sort of correspondence principle for methods. Therefore, in this chapter we present various checks we have carried out to be sure we can reproduce calculations using local potentials but using our diagonalization method to produce the imaginary-time pair propagator. In this chapter we also discuss the current status of the project to calculate the ground-state energy of $^4$He with N$^3$LO and challenges that remain.

5.1 Checks

The simplest case to consider is the construction of the free-particle propagator. Here, $V = 0$, and the momentum-space Hamiltonian is already diagonal. Still, we use our routines for diagonalizing the Hamiltonian in the channel basis, and then re-sum the partial waves to obtain the full pair propagator. Now, if we use this pair propagator in the one-step Green’s function Monte Carlo codes with a deuteron wave function, then, the growth energy

$$-\frac{1}{\Delta t} \log \langle e^{-T_{ke}\Delta t} \rangle = \langle T_{ke} \rangle - \frac{1}{2} \left[ \langle T_{ke}^2 \rangle - \langle T_{ke} \rangle^2 \right] \Delta t + \mathcal{O}(\Delta t)^2,$$

should be the kinetic energy of the deuteron up to the variance of the kinetic energy operator

$$\sigma_{ke}^2 = \langle T_{ke}^2 \rangle - \langle T_{ke} \rangle^2.$$
The deuteron is not an eigenstate of the kinetic energy operator, and so we should not expect the variance of the kinetic energy to be a trivial correction. We emphasize here that this is not a Monte Carlo variance we are discussing, but the variance of the operator itself in this state. We can calculate both the kinetic energy expectation value and its variance directly in the channel basis in the discrete momentum space, where the kinetic energy and its square are diagonal.

\[ T_{ke} = \langle \psi | \hat{T}_{ke} | \psi \rangle = \sum_{mn} \psi^\dagger(k_m) \left( \frac{\hbar^2 k_m^2}{2m_r} \delta_{mn} \right) \psi(k_n); \]

\[ T_{ke}^2 = \langle \psi | \hat{T}_{ke}^2 | \psi \rangle = \sum_{mn} \psi^\dagger(k_m) \left[ \left( \frac{\hbar^2 k_m^2}{2m_r} \right)^2 \delta_{mn} \right] \psi(k_n). \]

\[ (k_m, L' = 1 \pm 1) | H | k_n, L = 1 \pm 1 \]

\[ = \begin{pmatrix}
\frac{\hbar^2 k_m^{(0)}^2}{2m_r} \delta_{mn} + V_{00}(k_m^{(0)}, k_n^{(0)}) & V_{02}(k_m^{(0)}, k_n^{(2)}) \\
V_{20}(k_m^{(2)}, k_n^{(0)}) & \frac{\hbar^2 k_m^{(2)}^2}{2m_r} \delta_{mn} + V_{22}(k_m^{(2)}, k_n^{(2)})
\end{pmatrix} \]

making it the discrete momentum-space deuteron wave function. Or, in the language of Chapter 4, \( \psi(k_m) \) is made up of the discrete-momentum space correlations \( \tilde{f}_c^{(0,1)}(k_m) \) and \( \tilde{f}_t^{(0,1)}(k_m) \) calculated with the additional phenomenological potentials \( \lambda^{(T,S)} \) set to zero:

\[ \psi(k_m) = \begin{pmatrix}
\tilde{f}_c^{(0,1)}(k_m) \\
\tilde{f}_t^{(0,1)}(k_m)
\end{pmatrix}. \]

This will allow for two independent checks: the one-step Green’s function Monte Carlo routine calculates the growth energy and the kinetic energy of the wave function using finite differences.

The results for the three different determinations of the kinetic energy for three different potentials are summarized in Table (5.1). The growth energy calculations
are corrected by the variance of the kinetic energy as calculated in the channels in accordance with Eq. (5.1). These calculations are done by taking 50 single Green’s function Monte Carlo steps (returning to the original configuration after each step) with 4000 configurations generated from a variational Monte Carlo calculation. This procedure is repeated 20 times to generate good statistics. The growth energy results are within 1% of the values calculated in the channels.

Table 5.1: A comparison of the deuteron kinetic energy as calculated by three different methods for three different potentials. The channel calculation is as described in Eq. (5.3). The growth energy calculation is our one-step Green’s function Monte Carlo calculation. The finite difference calculation is also done by the Green’s function Monte Carlo code. The values in parentheses are the Monte Carlo statistical errors. \( \Delta t \) is \( (2000 \text{ MeV})^{-1} \).

<table>
<thead>
<tr>
<th></th>
<th>N³LO</th>
<th>AV₁₈</th>
<th>CD-Bonn</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Channel</strong> ( T_{ke} ) (MeV)</td>
<td>14.63</td>
<td>19.81</td>
<td>15.60</td>
</tr>
<tr>
<td><strong>Growth</strong> ( T_{ke} ) (MeV)</td>
<td>14.72(7)(^a)</td>
<td>19.98(5)(^b)</td>
<td>15.68(9)(^c)</td>
</tr>
<tr>
<td><strong>Finite difference</strong> ( T_{ke} ) (MeV)</td>
<td>14.65(7)</td>
<td>19.78(6)</td>
<td>15.56(8)</td>
</tr>
</tbody>
</table>

\(^a\) Corrected with \( \frac{1}{2}\sigma_{ke}^{2}\Delta t \) in the amount of 0.29 MeV.

\(^b\) Corrected with \( \frac{1}{2}\sigma_{ke}^{2}\Delta t \) in the amount of 1.09 MeV.

\(^c\) Corrected with \( \frac{1}{2}\sigma_{ke}^{2}\Delta t \) in the amount of 0.49 MeV.

A less trivial check is to calculate the imaginary-time pair propagator for Argonne’s \( v_{18} \) potential and use it in our one-step Green’s function Monte Carlo code to calculate the growth energy for \( ^2\text{H} \) and \( ^4\text{He} \). As discussed in Appendix A, we must first calculate the discrete-momentum-space matrix elements of the channel potentials.

\[
\tilde{v}_{nm}^{(LL')} = \sum_{ij} T_{ni}^{(L)} v_{ij}^{(LL')} T_{jm}^{(L')},
\]

(5.6)
where the $T_{ni}^{(L)}$ are transformation matrices (Eq. (A.38)) which numerically perform the integrals
\[
\langle k_m L | v | k_n L' \rangle = \int_0^R dr r^2 \int_0^R dr' r'^2 \langle k_m L | r L \rangle \langle r L | v | r' L' \rangle \langle r' L' | k_n L' \rangle.
\]

(5.7)

Then, we proceed as outlined in Chapter 3, to calculate the pair propagator using our diagonalization routines. We calculate a wave function for $^2$H and $^4$He as outlined in Chapter 4. And we calculate the one-step Green’s function Monte Carlo growth energy as outlined is Chapter 4. Table (5.2) summarizes the results for $^2$H and $^4$He calculations. For each, we create 4000 initial configurations via a variational Monte Carlo calculation. Then, each configuration is propagated forward one step in $\Delta t$ and then returned to its original configuration; this is repeated 50 times. The entire procedure, from variational calculation to the one-step Green’s function Monte Carlo calculation, is repeated 20 times to generate good statistics.

A different check, which verifies the diagonalization methods we have developed for calculating the wave functions and propagators for non-local potentials, is to calculate the growth energy for the deuteron directly in the channel basis. The deuteron wave function $|\psi\rangle$ is an eigenstate of the two-body Hamiltonian.

\[
e^{-Ht} |\psi\rangle = e^{-E_0t} |\psi\rangle.
\]

(5.8)

It is useful to write it in terms of the channels. The deuteron is a $J = 1$, $S = 1$, $T = 0$ mixture of $L = 0$ and $L = 2$ states. So, we can write this equation as

\[
e^{-Ht} |\psi\rangle \rightarrow \begin{pmatrix} e^{-H^{(-)}t} & e^{-H^{(-+)}t} \\ e^{-H^{(+)}t} & e^{-H^{(+)}t} \end{pmatrix} \begin{pmatrix} |\psi_S\rangle \\ |\psi_D\rangle \end{pmatrix},
\]

(5.9)

where the elements of the Hamiltonian $H^{(\pm\pm)}$ are as in Eq. (5.4). If we insert a complete set of position states and project the results onto position space we have
Table 5.2: A comparison of Green’s function Monte Carlo results with experiment for AV$_{18}$. The propagator is calculated using our diagonalization routines. The growth energy is our one-step Green’s function Monte Carlo estimate of the energy. We also include the local energy calculation for comparison. For the Monte Carlo calculations, the values in parentheses are the Monte Carlo statistical errors. For the experimental energies, the values in parentheses are the experimental uncertainties.

<table>
<thead>
<tr>
<th></th>
<th>$^2$H</th>
<th>$^4$He</th>
</tr>
</thead>
<tbody>
<tr>
<td>Growth $E$ (MeV)</td>
<td>$-2.23(3)$</td>
<td>$-23.03(7)^a$</td>
</tr>
<tr>
<td>Local $E$ (MeV)</td>
<td>$-2.225(1)$</td>
<td>$-21.63(5)^a$</td>
</tr>
<tr>
<td>Experiment $E$ (MeV)</td>
<td>$-2.224575(9)^b$</td>
<td>$-28.296^c$</td>
</tr>
</tbody>
</table>

$^a$ Our results are in relative agreement with previous work using only the two-body interaction: -24.07(4) MeV (Pieper and Wiringa, 2001).

$^b$ (Leun and Alderliesten, 1982)

$^c$ (Tilley et al., 1992)

The two equations

$$\int_0^R dr' r'^2 \langle r|e^{-H(\pm\pm)t}|r'\rangle \langle r'|\psi_S\rangle + \int_0^R dr' r'^2 \langle r|e^{-H(\pm\mp)t}|r'\rangle \langle r'|\psi_D\rangle = e^{-E_0 t} \langle r|\psi_S\rangle, \quad (5.10)$$

$$\int_0^R dr' r'^2 \langle r|e^{-H(\pm\mp)t}|r'\rangle \langle r'|\psi_S\rangle + \int_0^R dr' r'^2 \langle r|e^{-H(\pm\mp)t}|r'\rangle \langle r'|\psi_D\rangle = e^{-E_0 t} \langle r|\psi_D\rangle.$$

We can write the channel propagators as $\langle r|e^{-H(\pm\pm)t}|r'\rangle = g^{(\pm\pm)}(r, r')$, suppressing the imaginary time argument. Then, two independent evaluations of the growth energy are given by

$$E_0(r) = -\frac{1}{t} \log \left\{ \int_0^R dr' r'^2 \left[ g^{(-)}(r, r') \psi_S(r') + g^{(-)}(r, r') \psi_D(r') \right] \psi_S(r) \right\},$$

$$E_0(r) = -\frac{1}{t} \log \left\{ \int_0^R dr' r'^2 \left[ g^{(+)}(r, r') \psi_S(r') + g^{(+)}(r, r') \psi_D(r') \right] \psi_D(r) \right\}. \quad (5.11)$$
At each and (in principle every) point \( r \), the energy should be the deuteron binding energy. Since we are working in a compact space, we are sure to evaluate the energy at points sufficiently far from the upper boundary, \( r \ll R \), where the boundary conditions enforce \( \psi_{S,D}(R) = 0 \). Table (5.3) summarizes the results of these calculations for three different potentials. The values reported here are averages over \( r \) for \( 0 \leq r \ll R \approx 50 \text{ fm} \).

Table 5.3: Growth energy averages as calculated in the channels according to Eq. (5.11).

<table>
<thead>
<tr>
<th>AV_{18}</th>
<th>N^3\text{LO}</th>
<th>CD-Bonn</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2.2246</td>
<td>-2.2246</td>
<td>-2.2232a</td>
<td>-2.224575(9)b</td>
</tr>
</tbody>
</table>

\(^a\) CD-Bonn uses relativistic kinematics in the fit of the deuteron binding energy which explains the discrepancy (Machleidt, 2001).

\(^b\) (Leun and Alderliesten, 1982)

5.2 Current Status and Challenges

The quantum Monte Carlo methods as laid out in Chapter 4 and as applied in a few cases in this chapter run into some challenges when the non-local potential is included in the propagator. In particular, as discussed in Chapter 4, Green’s function Monte Carlo routines typically use the free-particle propagator (a Gaussian) to sample new positions from. For non-local potentials this introduces two complications. One is that propagators for the non-local potentials used here, CD-Bonn and N^3\text{LO}, have longer tails than does a Gaussian. This means that the free-particle propagator is likely not as good a choice for an importance sampling function for non-local potentials.
Considering a toy problem with features similar to the research problem helps to illustrate the issue. 1) Consider an integral of a function which is decaying but oscillating. 2) The integral extends to infinity in principle, but can be well approximated at some finite upper limit. 3) The integral can be evaluated using Monte Carlo and importance sampling. A function with these properties is

\[ f(x) = \frac{\sin(x)}{x} e^{-x}. \]  

(5.12)

The value of the integral we seek is

\[ I = \int_0^\infty dx f(x) = \frac{\pi}{4} \approx 0.7854. \]  

(5.13)

As desired, if we replace the upper limit by \( L \approx 15.0 \), we still get the integral correct to one part in a billion. Now, we would like to perform this integral with Monte Carlo and importance sampling. We would like the importance sampling function to take a parameter that we can adjust to see if we can “ruin” the importance sampling by mismatching the importance sampling function to the desired integrand \( f(x) \).

We can take the importance sampling function as \( w(k, x) = ke^{-kx} \), where \( k \) can be adjusted. Then, our integral becomes

\[ I = \int_0^L dx f(x) w(k, x). \]  

(5.14)

We sample from \( w(k, x) \), and average \( \frac{f(x)}{w(k, x)} \) to get our Monte Carlo evaluation of \( I \). To sample from \( w(k, x) \), we can use the inversion sampling technique (Hammond \textit{et al.}, 1994). Suppose \( u \) is a random number drawn from a uniform distribution on the interval \((0, 1)\) then we can generate \( x \) drawn from \( w(k, x) \) by inverting

\[ 1 - u = \int_0^x dx' ke^{-kx'}. \]  

(5.15)

That is, if we generate uniform random numbers \( u \) on \((0, 1)\), then the random numbers \( x = -\frac{1}{k} \log(1 - u) \) will be drawn from \( w(k, x) \).
Now we can explore the parameter space. We find for $k \approx 1.4$ the variance is optimal with the result $I = 0.785(3)$, whereas, for values of $k \gtrsim 5.0$, we find $I = 0.812 \pm 0.795$. That is, the variance is as large as the average. The importance sampling function works best when the ratio $\frac{f(x)}{w(x)}$ that we average is as constant as possible. Compare Fig. (5.1) to Fig. (5.2), where we plot the ratio $f/w$ for the two values of $k$ in the ranges mentioned above. The majority of the integral $I$ comes from the region $0 \leq x \leq 2$. Comparing the two ratios over this region, we see that for $k = 1.4$, the ratio certainly varies, but only on the order of $\mathcal{O}(10^{-1})$. For $k = 6.0$, however, the ratio varies from 1 to 10000.

![Figure 5.1: The ratio $f/w$ for $k = 1.4$ in the region that contributes 98% of the integral: $0 \leq x \leq 2$.](image)

Choosing $k = 6.0$ clearly is a poor choice for an importance sampling function, and this is akin to the choice of the free-particle propagator as an importance sampling function for the non-local potentials. A different choice will have to be made. Possibilities include the central part of the propagator — the trace over spins and isospins.
(although this is complicated by the fact that this function is not positive-definite for non-local potentials) — or a free-particle propagator but evaluated at a later imaginary time, so that the tails of the non-local propagator and the later-imaginary-time free-particle propagator match better.

Even if the variance were not a problem, the second reason that the standard choice of the free-particle propagator for the importance sampling function is inadequate is that non-local potentials are not “local”. That is, for a local potential like Argonne’s $v_{18}$, it has proved sufficient to sample the space for a given pair of nucleons roughly with $\sim 1$ fm of the original separation of the pair. However, perhaps not surprisingly, this does not appear to hold true for the non-local potentials under consideration here. We provide two examples to clarify.

The first example is provided by the Figs. (5.3)–(5.5), which plot the imaginary-time propagators for Argonne’s $v_{18}$, the CD-Bonn potential, and the N$^3$LO potential.
Figure 5.3: The AV$_{18}$ channel propagator $\langle r' \mid g_{J=1}^+ \mid r \rangle$ with $L' = 0$, $L = 0$, $J = 1$, $S = 1$, and $t = (2000 \text{ MeV})^{-1}$.

Figure 5.4: The CD-Bonn channel propagator $\langle r' \mid e^{-Ht} \mid r \rangle$ with $L' = 0$, $L = 0$, $J = 1$, $S = 1$, and $t = (2000 \text{ MeV})^{-1}$.
in the deuteron channel where $J = 1$, $L = 2$, $L' = 0$, and $t = (2000 \text{ MeV})^{-1}$. The propagators are scaled by the product of the initial and final relative separations $rr'$ and are plotted as functions of $r$ and $r'$. For AV$_{18}$, the propagator is nearly diagonal: all of the contributions from the propagator in this channel come from within $\sim 1$ fm of the initial separation $r$. For CD-Bonn this is still mostly true, although the propagator is a bit wider and as we expect from the non-local nature of the potential, the propagator fluctuates between positive and negative values. For N$^3$LO, the propagator shows non-trivial contributions may come from as far as $\sim 4 - 6$ fm from the initial separation, and (likely due to the choice of regulator used in N$^3$LO — see Chapter 2 for a discussion) the propagator oscillates dramatically.

The second example comes from reconsidering our growth energy calculation of the deuteron in the channels Eq. (5.11). Since we are investigating what values of the separation contribute to the binding energy, that is, how non-local the non-local
potentials are, we instead carry out the integrations in the channels over a finite range $\Delta$. This defines two (now distinct) “energies”, which in the limit of large $\Delta$ are identically the deuteron binding energy.

$$E_0^{(S)}(r, \Delta) = -\frac{1}{t} \log \left\{ \int_{r-\Delta}^{r+\Delta} dr' r'^2 \frac{g^{(-)}(r, r') \psi_S(r') + g^{(+)}(r, r') \psi_D(r')}{\psi_S(r)} \right\};$$

$$E_0^{(D)}(r, \Delta) = -\frac{1}{t} \log \left\{ \int_{r-\Delta}^{r+\Delta} dr' r'^2 \frac{g^{(+-)}(r, r') \psi_S(r') + g^{(++)}(r, r') \psi_D(r')}{\psi_D(r)} \right\}. \tag{5.16}$$

Figure 5.6: The $S$- and $D$-wave energies of Eq. (5.16) for an initial separation of $r = 1.0$ fm as a function of $\Delta$ for $AV_{18}$ and CD-Bonn.

Fig. (5.6) and Fig. (5.7) plot these $S$- and $D$-wave energies as a function of the integration range $\Delta$ for an initial separation of $r = 1.0$ fm. What we see is further clear indications that the local Argonne potential receives much of its binding energy from regions within $\sim 1.0$ fm from the initial separation. The non-local CD-Bonn potential needs to be integrated out to $\sim 2.0$ fm at this initial separation to get a good value of the binding energy, while the non-local $N^3$LO potential appears to
Figure 5.7: The $S$- and $D$-wave energies of Eq. (5.16) for an initial separation of $r = 1.0$ fm as a function of $\Delta$ for $N^3$LO.

need integrated out to $\sim 8$ or $9$ fm before good convergence is reached. The dashed horizontal line is the experimental value $E_0 = -2.224575(9)$ of Leun and Alderliesten (1982).

These challenges are in the process of being addressed by finding a better importance sampling function for the non-local potentials. It is worth pointing out, that in the case of $N^3$LO, if the Monte Carlo sampling for larger nuclei is required to reach out to $8$ or $9$ fm, other problems may develop since large propagations for local potentials are found to give high variance. At least some of the non-locality of $N^3$LO comes from the choice of the regulator used in the construction of the potential. A refitting of the potential with a better choice of the regulator may be called for as we continue to investigate further.
Chapter 6

CONCLUSION

6.1 Summary

Nuclear structure calculations form an important part of the goal of a complete understanding of atomic nuclei. Nuclear structure calculations can have significant impact on questions about the origin of matter, how complex phenomena emerge from underlying principles, the nature of the fundamental force between nucleons, and how nuclear physics can be used to benefit society. In this thesis, we have pushed the science of nuclear structure calculations forward by demonstrating the need and the means for including non-local potentials (some of which are derived from chiral perturbation theory and so make a more direct connection to QCD than has been possible before) in quantum Monte Carlo calculations of nuclei.

The most challenging hurdle to overcome is the calculation of the imaginary time pair propagator for non-local potentials, which was not possible using previous methods. In Chapter 3 we have presented a method for calculating this propagator which is highly accurate and general enough to handle both local and non-local potentials with a comparable computational cost to previous methods. In the process, we have demonstrated universality in imaginary-time propagators for different potentials, making a connection with research into universal low-energy nuclear potentials such as those calculated in the $V_{\text{low } k}$ and similarity renormalization group approaches. We have shown that while similar results are obtained using our long-imaginary time limit, it is not trivially related to the similarity renormalization group flow equations. This may help in understanding the flow equations themselves or suggest new gen-
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erators of the flow. Because similarity renormalization group potentials and $V_{\text{low } k}$ potentials are also non-local, we have opened up the possibility of quantum Monte Carlo calculations with such renormalized potentials which would also not have been possible before this work.

In Chapter 4 we have demonstrated how our method of diagonalization can be used to generate correlations from non-local potentials which are necessary to calculate good trial wave functions used in Monte Carlo calculations. We present the correlations calculated by this method for three different potentials and compare and contrast them. We have discussed what changes are needed in the variational and Green’s function Monte Carlo routines themselves to accommodate non-local potentials and have proposed an intermediate method — the one-step Green’s function Monte Carlo method — to estimate the ground state energy of a nucleus with the growth energy.

In Chapter 5 we have presented various qualitative and quantitative checks on our methods including using the growth energy estimate of a one-step Green’s function Monte Carlo calculation to calculate the kinetic energy of the deuteron for three different two-body potentials and compared it to different methods of obtaining the kinetic energy. We have used the one-step Green’s function Monte Carlo calculation and our diagonalization method to obtain the pair propagator to estimate the ground-state energy for $^2$H and $^4$He using the $AV_{18}$ interaction. In Chapter 5 we have also laid out the challenges that remain in working with non-local potentials and quantum Monte Carlo.

Throughout, we have attempted to present evidence that the choice of regulator used in the N$^3$LO in chiral perturbation theory potential of Entem and Machleidt (2003) has unintended consequences for real-space nuclear structure methods like quantum Monte Carlo. In Chapter 2 we propose an alternative regulator that still
meets the desired qualifications for momentum space, but likely will have significantly less impact on real-space quantities where the Fourier transform of the regulator appears. Evidence for this behavior is seen in the ringing central propagators of Chapter 3, the ringing correlations of Chapter 4, and in the integration of the deuteron in the channel basis in Chapter 5.

6.2 Outlook

Quantum Monte Carlo calculations of light nuclei with non-local potentials are now a real possibility, suggesting many avenues of further research. Further modifications of the methods to calculate the local energy (a better estimate of the ground-state energy) and other operators would be useful and would allow for comparative studies of quantum Monte Carlo with other nuclear structure methods such as the no-core shell model and coupled-cluster techniques using identical potentials. This would also allow for comparative studies of potentials. One could pursue precision calculations of light nuclei with Argonne’s \( v_{18} \) plus a phenomenological three-body potential such as the Illinois II potential compared to the same calculations using the chiral N^3LO two-body and chiral N^2LO three-body interactions.

Auxiliary field diffusion Monte Carlo is a method that samples the spin-isospin states instead of explicitly summing them and so can calculate neutron matter for larger numbers of neutrons than Green’s function Monte Carlo can. Such calculations can help constrain the nuclear equation of state used in astrophysical models and simulations. Currently such calculations use Argonne’s \( v_{18} \) interaction for the two-body potential and either a phenomenological three-body potential or the chiral three-body potential. Therefore, a related line of research would be to adapt our methods to auxiliary field diffusion Monte Carlo. This would allow for a fully chiral calculation.
of neutron matter, which may help constrain the equation of state of nuclear matter, or may give some insight into the chiral expansion and its convergence.

Light nuclear reaction calculations have been carried out as a pseudo-bound state problem using Green’s function Monte Carlo and the standard phenomenological two- and three-body potentials. These calculations demonstrated clear distinctions between different phenomenological three-body potentials. With the methods we have developed here, fully consistent chiral potentials could be used in such scattering calculations, which could help verify or test the chiral expansion.

An interesting project that suggests itself from our work in this thesis would be a collaboration to refit the chiral two-body N$^3$LO potential using either the alternative regulator we propose in Chapter 2, or something similar which has less effect on real-space behavior of various quantities computed from the potential. This should be able to be done in a way that leaves the desired properties in momentum space intact or improves upon them.

Another idea touched upon in Chapter 3 and this conclusion is to consider the relationship between the long-imaginary time consistency of the pair propagators calculated with different phase-shift equivalent potentials and renormalization group methods such as the similarity renormalization group or $V_{\text{low } k}$. Such a study could try to make a more concrete connection between the two methods or directly attempt to use a renormalized potential in a Green’s function Monte Carlo calculation. This is unexplored territory since all such renormalized potentials are non-local. We have argued that the limit in which a renormalized potential is valid may be the same as the long imaginary-time limit, which, at least for a local potential such Argonne’s $v_{18}$, spoils the pair-product approximation typically used in Green’s function Monte Carlo. However, it is also true that non-local potentials may tolerate a larger time step than do local potentials, in which case, this idea may succeed.
This is a very exciting time in nuclear physics. The possibility of chiral perturbation theory providing a bridge between QCD and low-energy nuclear structure calculations using quantum Monte Carlo is now nearly a reality. Our work takes the first quantitative steps in this direction and provides a fertile grounds for future investigations.
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APPENDIX A

EIGENFUNCTION EXPANSIONS OF VARIOUS QUANTITIES
In order to calculate the pair propagator, which we need as a basic ingredient for the Green’s Function Monte Carlo method, we need to exponentiate the Hamiltonian. The details of this method are presented below. It is most straightforward to begin with a familiar example.

A.1 One-Dimensional Examples

Consider the one-dimensional time-independent Schrödinger equation for a free particle

\[ \langle x | H | k \rangle = E \langle x | k \rangle \rightarrow -\frac{\hbar^2}{2m} \frac{d^2}{dx^2} \psi(x) = E \psi(x), \] (A.1)

where we label the eigenkets \( |k\rangle \) in anticipation of the solution and we call the eigenfunctions \( \psi(x) = \langle x | k \rangle \). Suppose we solve this equation on the interval \( 0 \leq x \leq L \).

We impose the boundary conditions

\[
\psi(0) = 0; \hspace{1cm} (A.2a)
\]
\[
\psi(L) = 0. \hspace{1cm} (A.2b)
\]

The solution spectrum is discrete now and is given by

\[ \psi_n(x) = A \sin(\frac{n\pi x}{L}), \] (A.3)

with \( k_n = \sqrt{\frac{2mE_n}{\hbar^2}} = \frac{n\pi}{L}, \) \( n \) an integer, and \( A \) a normalization constant fixed by requiring \( \int_0^L dx |\psi_n(x)|^2 = 1 \). A choice with the overall phase real and positive is

\[ \psi_n(x) = \sqrt{\frac{2}{L}} \sin(\frac{n\pi x}{L}). \] (A.4)

These are the discrete free-particle eigenfunctions for this one-dimensional interval. It is a well-known fact that, since this is a Sturm-Liouville system, they form an orthonormal and complete set from which we can “build” any other function on the interval which obeys the same boundary conditions (Courant and Hilbert, 1965).
That is, if \( f(x) \) also obeys \( f(0) = 0 \) and \( f(L) = 0 \), then we can write
\[
\langle x|f \rangle = \sum_{n=1}^{\infty} \langle x|k_n \rangle \langle k_n|f \rangle = \sum_{n=1}^{\infty} c_n \psi_n(x),
\]
where the \( c_n = \langle k_n|f \rangle \).

As an example, take a Gaussian distribution
\[
f(x) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left[ -\frac{(x-a)^2}{2\sigma^2} \right],
\]
with \( 0 < a < L \). The Gaussian obeys \( \lim_{x \to \pm \infty} f(x) = 0 \), but, if the width, characterized by \( \sigma \), is narrow enough compared with \( L \), and \( a \) is well inside the interval, then we can say \( f(0) \approx 0 \) and \( f(L) \approx 0 \). The coefficients \( c_n \) are obtained by inserting a complete set of position states
\[
c_n = \langle k_n|f \rangle = \int_0^L dx \langle k_n|x \rangle \langle x|f \rangle
\]
\[
= \frac{1}{\sqrt{2\pi\sigma^2}} \sqrt{\frac{2}{L}} \int_0^L dx \sin \left( \frac{n\pi x}{L} \right) \exp \left[ -\frac{(x-a)^2}{2\sigma^2} \right].
\]
Under our assumptions about the position and width of the Gaussian, the integration limits can safely be extended to \( \pm \infty \). In which case, by completing the square in the exponent and analytic continuation we find
\[
c_n = \sqrt{\frac{2}{L}} \exp \left[ -\frac{1}{2} \left( \frac{n\pi \sigma}{L} \right)^2 \right] \sin \left( \frac{n\pi a}{L} \right).
\]
Therefore, we can write the eigenfunction expansion
\[
f(x) = \frac{2}{L} \sum_{n=1}^{\infty} \exp \left[ -\frac{1}{2} \left( \frac{n\pi \sigma}{L} \right)^2 \right] \sin \left( \frac{n\pi a}{L} \right) \sin \left( \frac{n\pi x}{L} \right).
\]
An important feature of the expansion is that it can be truncated at some \( n_{\text{max}} \) and
still faithfully reproduce \( f(x) \) to some desired accuracy. If we assume that \( \frac{2}{L} \) and the 
sines are all of \( O(1) \), and we want \( f(x) \) accurate to \( N \) places, then we require

\[
\exp \left[ -\frac{1}{2} \left( \frac{n_{\text{max}} \pi \sigma}{L} \right)^2 \right] < 10^{-N} \tag{A.10}
\]

\[
\Rightarrow n_{\text{max}} \geq \frac{L}{\pi \sigma} \sqrt{2N \log(10)}. \tag{A.11}
\]

For example, take (in arbitrary units) \( L = 10, \sigma = 0.8, a = 5 \) and \( N = 8 \). Then 
\( n_{\text{max}} \) should be at least 24 and the root-mean-square (RMS) of the deviations between
the eigenfunction expansion Eq. (A.9) truncated to \( n_{\text{max}} = 24 \) and the analytic
function Eq. (A.6) is \( O(10^{-11}) \).

Figure A.1: The Gaussian Eq. (A.6) in red (dashed-dotted line), and the eigenfunction expansion Eq. (A.9) truncated to different values of \( n_{\text{max}} \) in black (solid line) for comparison.
Let us consider now calculating an imaginary-time propagator for some potential \( V(x) \) on this interval. We want the matrix elements \( \langle x' | e^{-Ht} | x \rangle \). We can insert a complete set of discrete free-particle eigenstates on the interval

\[
\langle x' | e^{-Ht} | x \rangle = \sum_{mn} \langle x' | k_m \rangle \langle k_m | e^{-Ht} | k_n \rangle \langle k_n | x \rangle.
\]  

(A.12)

We must be able to write the Hamiltonian in this basis:

\[
\langle k_m | H | k_n \rangle = H_{mn} = \frac{\hbar^2 k_n^2}{2m} \delta_{mn} + V(k_m, k_n).
\]  

(A.13)

Then, our method consists of diagonalizing the Hamiltonian in this basis, and exponentiating:

\[
\langle x' | e^{-Ht} | x \rangle = \sum_{mn} \langle x' | k_n \rangle \times \langle k_n | \psi_i \rangle \exp(-E_i t) \langle \psi_i | k_m \rangle \times \langle k_m | x \rangle.
\]  

(A.14)

A simple non-trivial example is the harmonic-oscillator-in-a-box potential:

\[
V(x) = \begin{cases} 
\infty, & x \leq 0 \\
\frac{1}{2}m \omega^2 x^2, & 0 < x < L \\
\infty, & x \geq L.
\end{cases}
\]  

(A.15)

We use a system of units commonly used in nuclear physics where \([m] = \text{MeV}, [x] = \text{fm}, [t] = (\text{MeV})^{-1}, [\hbar c] = \text{MeV} \cdot \text{fm}, \text{ and } [k] = (\text{fm})^{-1}\). Then, \(\omega\) must be in \((\text{fm})^{-1}\) so that \([V] = \text{MeV}\). If the initial position \(x\) is far from the hard walls, and the width of the propagator is not too great, then we can compare our numerical results to the analytic result for the entire real line (Feynman and Hibbs, 1965).

\[
\langle x' | e^{-Ht} | x \rangle = \sqrt{\frac{m \omega}{2\pi \hbar \sinh(\hbar \omega t)}} \exp \left( -\frac{m \omega ((x^2 + x'^2) \cosh(\hbar \omega t) - 2xx')}{2\hbar \sinh(\hbar \omega t)} \right).
\]  

(A.16)
In order to use the method outlined in Eq. (A.14), we must express the potential in the discrete free-particle eigenbasis

$$\langle k_m | V | k_n \rangle = \int_0^L dx \int_0^L dx' \langle k_m | x' \rangle \langle x' | V | x \rangle \langle x | k_n \rangle$$

$$= \frac{m\omega^2}{L} \int_0^L dx \sin(k_n x) \sin(k_m x)x^2,$$

where we have used the fact that $\langle x' | V | x \rangle \propto \delta(x - x')$. For $k_n \neq k_m$,

$$V(k_n, k_m) = (-1)^{n+m} m\omega^2 \left[ \frac{1}{(k_n - k_m)^2} - \frac{1}{(k_n + k_m)^2} \right],$$

(A.18)

whereas for $k_n = k_m$,

$$V(k_n, k_n) = m\omega^2 \left[ \frac{L^2}{6} - \frac{1}{(2k_n)^2} \right].$$

(A.19)

However, since we will be working with potentials which are not analytic, we really need a numerical way to do the integrals Eq. (A.17). We define transformation matrices from a set of uniformly-spaced points in real space ($\{x_i\}$ with spacing $\Delta x$) to the set of discrete free-particle eigenstates

$$T_{ni} = \sqrt{\frac{2\Delta x}{L}} \sin(k_n x_i).$$

(A.20)

Then, the potential in the discrete free-particle basis can be obtained by

$$V_{mn} = \sum_{ij} T_{mi} V_{ij} T_{jn}.$$ (A.21)

If we choose the nuclear-inspired values $m = 469.459$ MeV, $t = 0.0005$ (MeV)$^{-1}$, $L = 8$ fm, with the initial distance $1.0$ fm $\lesssim x \lesssim 7.0$ fm, $\hbar = 197.3269718$ MeV$\cdot$fm, and the eigenfunction expansion truncated at $n_{\text{max}} \sim 200$, then the RMS of the deviations between our numerical result and the analytic result Eq. (A.16) is less than $O(10^{-6})$. Higher-accuracy results are obtained with the initial separation deep inside the interval and can be obtained by taking larger values of $L$, for example.
A.2 Three-Dimensional Channel Basis

For the actual problem, we work in the channel basis as discussed in Chapter 3, where \( J^2, J_z, L^2, S^2, S_z, T^2 \) and \( T_z \) are good quantum numbers, with the total spin, \( S = S_1 + S_2 \), the total angular momentum \( J = L + S \), and total isospin \( T = T_1 + T_2 \). The basis states are \(|rJMLSTT_z\rangle\). The equivalent expression to Eq. (A.1) is the free radial time-independent Schrödinger equation in the channel basis (suppressing all quantum numbers except \( L \) and \( M \))

\[
\langle rLM|H|kLM\rangle = E\langle rLM|kLM\rangle
\]

\[
\rightarrow -\frac{\hbar^2}{2m_r}\left[\frac{1}{r}\frac{d^2}{dr^2}r - \frac{L(L+1)}{r^2}\right]\psi_L(r) = E\psi_L(r).
\]

As in the one-dimensional example, we label the eigenkets \(|kLM\rangle\) in anticipation of the solution, and we call the eigenfunctions \(\psi_L(r) = \langle rLM|kLM\rangle\).

We solve the equation on the interval \(0 \leq r \leq R\) and impose the boundary conditions that the eigenfunctions should be regular at the origin, and zero at the upper boundary.

\[
\lim_{r \to 0} \psi_L(r) = \text{finite}; \quad \text{(A.23a)}
\]
\[
\psi_L(R) = 0. \quad \text{(A.23b)}
\]

Then, the solution spectrum is discrete and is given by

\[
\psi_{nL}(r) = Aj_L(k_nr), \quad \text{(A.24)}
\]

with \(j_L\) a spherical Bessel function, \(k_n = \sqrt{\frac{2m_rE_n}{\hbar^2}} = \frac{\beta_{nL}}{R}\), \(n\) an integer, \(\beta_{nL}\) the \(n\)th zero of the \(L\)th spherical Bessel function, and \(A\), a normalization constant fixed by requiring \(\int_0^R dr r^2|\psi_{nL}(r)|^2 = 1\). The integral can be obtained by the Lommel method (Gray et al., 1952).
We want the integral
\[ \int_0^R dr r^2 j_L(k_n r) j_L(k_m r), \] (A.25)
where, ultimately, since we know that the \( \{j_L(k_n r)\} \) are orthogonal, we want \( m = n \).
But for now, we treat them as distinct. In fact, it is useful to think of \( k_n \) as being one of the allowed \( k \) values in our compact \( r \) space, and \( k_m \) as being \( k_n + \Delta k \), where we will eventually let \( \Delta k \to 0 \). Now we follow Lommel’s method for evaluating integrals of products of Bessel functions.

We let \( u = j_L(k_n r) \), and \( v = j_L(k_m r) \). Then the two functions obey
\[
\begin{align*}
  r^2 u'' + 2ru' + \left(k_n^2 r^2 - L(L + 1)\right) u &= 0, \\
  r^2 v'' + 2rv' + \left(k_m^2 r^2 - L(L + 1)\right) v &= 0.
\end{align*}
\] (A.26) (A.27)

Multiplying the first by \( v \) and the second by \( u \) and subtracting we find
\[ r^2(u''v - uv'') + 2r(u'v - uv') = (k_m^2 - k_n^2)r^2uv. \] (A.28)

We can recognize the left hand side as
\[ \frac{\partial}{\partial r} \left[r^2(u'v - uv')\right]. \] (A.29)
Thus, integrating both sides we find
\[ (k_m^2 - k_n^2) \int_0^R dr r^2uv = \left[r^2(u'v - uv')\right]_0^R. \] (A.30)

That is,
\[ (k_m^2 - k_n^2) \int_0^R dr r^2 j_L(k_n r) j_L(k_m r) = \left[r^2(k_n j_L'(k_n r) j_L(k_m r) - k_m j_L(k_n r) j_L'(k_m r))\right]_0^R. \] (A.31)

The evaluations at the lower limit, 0, both vanish due to the leading \( r^2 \), for all \( L \) and the fact that all of the \( j_L \) are finite at \( r = 0 \). This just leaves the upper limit
evaluations at $R$. But, the second of these, $-k_m j_L(k_n R) j'_L(k_m R)$ vanishes by the boundary condition we have in place that $j_L(k_n R) = 0$ if $k_n$ is one of the allowed $k$ values. (Note this argument does not work for the other $k_n$, $k_m$, since it is not quite one of the allowed values for $k$).

Thus, we have for $k_n \neq k_m$,

$$\int_0^R dr r^2 j_L(k_n r) j_L(k_m r) = \frac{R^2 k_n j'_L(k_n R) j_L(k_m R)}{k_m^2 - k_n^2}.$$  \hspace{1cm} (A.32)

And so,

$$\int_0^R dr r^2 j_L(k_n r)^2 = \lim_{m \to n} \frac{R^2 k_n j'_L(k_n R) j_L(k_m R)}{k_m^2 - k_n^2}. \hspace{1cm} (A.33)$$

Rewrite the result as

$$\lim_{\Delta k \to 0} \int_0^R dr r^2 j_L((k_n + \Delta k) r) j_L((k_n + \Delta k) r) = \lim_{\Delta k \to 0} \frac{R^2 k_n j'_L(k_n R) j_L((k_n + \Delta k) R)}{(k_n + \Delta k)^2 - k_n^2},$$  \hspace{1cm} (A.34)

where $k_n R$ is a root of the $L$th spherical Bessel function. First, we recognize that the denominator can be written as $2\Delta k k_n + (\Delta k)^2$, where we can neglect the second order term in $\Delta k$ since we are going to be taking the limit where $\Delta k \to 0$. We can then power series expand Bessel function $j_L((k_n + \Delta k) R)$ as

$$j_L((k_n + \Delta k) R) \approx j_L(k_n R) + j'_L(k_n R) \Delta k R + \cdots$$ \hspace{1cm} (A.35)

Since the first term of this expansion is zero, and $\Delta k$ can be taken small, we finally find for the complete result

$$\int_0^R dr r^2 j_L(k_n r)^2 = \frac{R^3}{2} j'_L(k_n R)^2.$$ \hspace{1cm} (A.36)

Therefore, a consistent normalization choice with the phase real and positive is

$$\psi_{nL}(r) = \sqrt{\frac{2}{R^3 j'_L(k_n R)^2}} j_L(k_n r). \hspace{1cm} (A.37)$$

Now we have an orthonormal and complete set of functions on the interval $0 \leq r \leq R$. Unlike the one-dimensional examples presented above, (where for good convergence it was necessary that the function to be expanded go to zero at both the
origin and the upper limit) the boundary conditions are such that any function that is merely regular at the origin and is sufficiently small at \( r = R \) can be expanded readily in this basis. (Other functions which do not obey these boundary conditions may of course be expanded in this basis. However, we will essentially be forcing the boundary condition upon them, which may lead to behavior near the boundary analogous to the Gibbs phenomenon of Fourier analysis. Away from the boundary, the convergence will be good. If, for example, we need to calculate a propagator for a potential which does not die off at large \( r \), but perhaps even grows as \( r \) grows, the expansion of the potential may suffer from boundary condition effects, but if the propagator itself goes to zero at large \( r \), the convergence in the expansion will still be good). Much like the one-dimensional examples presented above, we will have local real-space potentials (such as Argonne’s \( v_{18} \) interaction) that we want to write in this discrete free-particle channel basis and so we define transformation matrices which will perform the necessary integrals numerically to take a set of evenly-spaced real-space values \( \{r_i\} \) with spacing \( \Delta r \) to the discrete free-particle channel basis.

\[
T^{(L)}_{n_i} = \sqrt{\frac{2\Delta r_i^2}{R^3 j_L'(k_n R)^2}} j_L(k_n r_i). \tag{A.38}
\]

In addition, we will work with potentials calculated in the continuous free-particle basis: that is, momentum-space basis states where the conjugate real space has not been compactified to a sphere of radius \( R \) but extends to infinity. These states are normalized not to a Kronecker delta but to the Dirac delta function:

\[
\langle k' L' M' | k L M \rangle = \frac{(2\pi)^3 \delta(k - k')}{k^2} \delta_{LL'} \delta_{MM'}. \tag{A.39}
\]

These continuous free-particle basis states are given by

\[
\langle r LM | k LM \rangle = 4\pi i^L j_L(kr). \tag{A.40}
\]
The normalization $(4\pi i^L)$ can be obtained by inserting a complete set of three-dimensional real- and momentum-space states

$$\langle rLM | kLM \rangle = \int d^3r' \int d^3k' \frac{d^3k'}{(2\pi)^3} \langle rLM | r' \rangle \langle r' | k' \rangle \langle k' | kLM \rangle$$

$$= \int d^3r' \int \frac{d^3k'}{(2\pi)^3} \frac{\delta(r - r')}{{r'}^2} Y_{LM}^*(\theta, \phi) e^{ik' \cdot r'} (2\pi)^3 \delta(k - k') \frac{r^2}{k^2} Y_{LM}(\theta, \phi).$$

(A.41)

We use the plane-wave expansion and the orthogonality of the spherical harmonics to obtain

$$\langle rLM | kLM \rangle = \sum_{L'M'} \int d\Omega d\Omega_k Y_{LM}^*(\Omega) Y_{LM'}^*(\Omega) Y_{LM}(\Omega_k) Y_{LM}(\Omega) 4\pi i^L j_{L'}(kr)$$

$$= 4\pi i^L j_L(kr).$$

(A.42)

Now we answer the question of how to obtain the potential in the discrete free-particle basis if it is originally in the continuous free-particle basis. We want the matrix elements $\langle k_m | V | k_n \rangle$ and we know the matrix elements $\langle k' | V | k \rangle$. We begin with the former and insert complete sets of real-space states, suppressing the quantum numbers

$$\langle k_m | V | k_n \rangle = \int dr' r'^2 \int dr r'^2 \langle k_m | r' \rangle \langle r' | V | r \rangle \langle r | k_n \rangle.$$  

(A.43)

We further insert complete sets of continuous momentum-space states

$$\langle k_m | V | k_n \rangle = \int dr' r'^2 \int dr r^2 \int \frac{dk' k'^2}{(2\pi)^3} \int \frac{dk k^2}{(2\pi)^3} \langle k_m | r' \rangle \langle r' | k' \rangle \langle k' | V | k \rangle \langle k | r \rangle \langle r | k_n \rangle.$$  

(A.44)

The $\langle k_m | r' \rangle$ and $\langle r | k_n \rangle$ are given by $\sqrt{\frac{2}{R^3 j_L(k_m R)^2}} j_L(k_m r')$ and $\sqrt{\frac{2}{R^3 j_L(k_n R)^2}} j_L(k_n r)$ respectively, which we abbreviate as $A_{mL} j_L(k_m r')$ and $A_{nL} j_L(k_n r)$ respectively. The $\langle r' | k' \rangle$ and $\langle k | r \rangle$ are given by $4\pi i^L j_L(k' r')$ and $4\pi i^{-L} j_L(k r)$ respectively. Thus, we
can write
\[
\langle k_m | V | k_n \rangle \\
= (4\pi)^2 A_n L A_m L \int \frac{dk'k'^2}{(2\pi)^3} \int \frac{dkk^2}{(2\pi)^3} \int dr'r'^2 j_L(k_m r')j_L(k' r') \times \\
\times \int drr^2 j_L(k_n r)j_L(k r) \langle k' | V | k \rangle. \tag{A.45}
\]

The \( r \) and \( r' \) integrals are closure relations for the spherical Bessel functions, which yield \( \frac{\pi}{2k} \delta(k - k_n) \) and \( \frac{\pi}{2k_m} \delta(k' - k_m) \) respectively. We can write the final relationship between the continuous momentum-space and discrete momentum-space matrix elements as
\[
\langle k_m | V | k_n \rangle = \frac{1}{(4\pi)^2} \sqrt{\frac{2}{R^3 j_L'(k_m R)^2}} \sqrt{\frac{2}{R^3 j_L'(k_n R)^2}} \langle k' = k_m | V | k = k_n \rangle. \tag{A.46}
\]

Now we have all of the ingredients we need to calculate numerically the channel propagators needed in Chapter 3 as laid out schematically in Eq. (A.14).