ABSTRACT

Coronary heart disease (CHD) is the most prevalent cause of death worldwide. Atherosclerosis which is the condition of plaque buildup on the inside of the coronary artery wall is the main cause of CHD. Rupture of unstable atherosclerotic coronary plaque is known to be the cause of acute coronary syndrome. The composition of plaque is important for detection of plaque vulnerability. Due to prognostic importance of early stage identification, non-invasive assessment of plaque characterization is necessary. Computed tomography (CT) has emerged as a non-invasive alternative to coronary angiography. Recently, dual energy CT (DECT) coronary angiography has been performed clinically. DECT scanners use two different X-ray energies in order to determine the energy dependency of tissue attenuation values for each voxel. They generate virtual monochromatic energy images, as well as material basis pair images. The characterization of plaque components by DECT is still an active research topic since overlap between the CT attenuations measured in plaque components and contrast material shows that the single mean density might not be an appropriate measure for characterization. This dissertation proposes feature extraction, feature selection and learning strategies for supervised characterization of coronary atherosclerotic plaques. In my first study, I proposed an approach for calcium quantification in contrast-enhanced examinations of the coronary arteries, potentially eliminating the need for an extra non-contrast X-ray acquisition. The ambiguity of separation of calcium from contrast material was solved by using virtual non-contrast images. Additional attenuation data provided by DECT provides valuable information for separation of lipid from fibrous plaque since the change of their attenuation as the energy level changes is different. My second study proposed these as the input to supervised learners for a more precise classification of lipid and fibrous plaques. My last study aimed at automatic segmentation of coronary arteries characterizing plaque components and lumen on contrast enhanced monochromatic X-ray images. This required extraction of features from regions of interests. This study
proposed feature extraction strategies and selection of important ones. The results show that supervised learning on the proposed features provides promising results for automatic characterization of coronary atherosclerotic plaques by DECT.
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CHAPTER 1

INTRODUCTION

Cardiovascular diseases (CVDs) are the leading cause of death globally. In 2008, 17.3 million people died from CVDs and it is stated that by 2030, 23.6 million people will die. CVD is the abnormal function of heart and blood vessels and it includes high blood pressure, coronary heart disease, heart failure and stroke. Almost half of the deaths from CVDs are due to the coronary heart disease which is also known as coronary artery disease (CAD) [1,2]. Coronary artery disease is the narrowing of the blood vessels that nourish the heart muscle. A serious reduction of blood flow to the heart muscle is the situation when a coronary artery is narrowed to less than 30% of its original size [3].

Atherosclerosis is the condition of plaque buildup on the inside of the vessel wall and narrowing of the vessel [4]. Complicated morphology of atherosclerosis, which is the leading cause to acute coronary syndrome and myocardial infarction, made the development of diagnostic methods to detect it essential. Complete diagnosis of atherosclerosis requires entire imaging of coronary artery tree, characterization of the plaque including its morphology and major tissue components, remodeling of the vessel and inflammation. As of today, there is no diagnostic modality providing that comprehensive imaging. Currently available diagnostic modalities include both invasive and non-invasive imaging techniques. Invasive coronary angiography has been accepted as the routine procedure to detect coronary obstructions. However, non-obstructive plaques might be missed by invasive angiography until the late stages of the disease due to vessel remodeling [5,6]. Intravascular ultrasound (IVUS) is now accepted as the reference for detection of non-obstructive plaques [7–9]. However, its invasive nature is associated with considerable procedural risks. Furthermore, its restriction to proximal and medial vessel segments and high costs prevent widespread acceptance of the procedure.
Computed tomography (CT) is a promising noninvasive modality for CAD assessment. CT imaging uses the differences of x-ray attenuation of body tissue to reconstruct the images. It has been shown that contrast enhanced CT imaging allows the visualization of coronary arteries with a reliable assessment of coronary artery stenosis [10, 11]. Furthermore, the detection and quantification of large calcium deposits in coronary arteries is also possible due to the larger prevalence of MSCT and its high correlation with electron beam CT (EBCT) [12–16]. The recently developed technology of MSCT has the potential to identify and characterize the noncalcified coronary atherosclerotic plaques [17–27]. Tissue differentiation by CT is limited due to the overlap of the attenuation values of the plaque components, especially the lipid core and the fibrous cap. Differentiation of plaque components by MSCT which would be beneficial to identify patients with an increased likelihood of plaque rupture or erosion leading to acute coronary events is still an active research topic requiring prospective clinical trials.

Recently, dual energy CT (DECT) coronary angiography has been performed clinically. Its ability to characterize coronary artery plaques has also been studied [28–32]. Additional attenuation data provided by DECT looks appealing to characterize coronary artery plaques. DECT scanners have the ability to generate virtual monochromatic energy images, as well as material basis pair images by using two different X-ray energies in order to determine the energy dependency of tissue attenuation values for each voxel. This dissertation proposes feature extraction, feature selection and learning strategies for supervised characterization of coronary atherosclerotic plaques by using DECT. In my first study, I propose an approach for calcium quantification in contrast-enhanced examinations of the coronary arteries, potentially eliminating the need for an extra non-contrast X-ray acquisition. Clin-
ically used Agatston and Volume scores in the assessment of risk in terms of calcification are currently obtained using single energy acquisitions without iodine contrast. Calcium scores from non-contrast conventional and contrast-enhanced conventional scans did not demonstrate sufficient correlation for calcium quantification on CT coronary angiograms, likely due to the poor separation of calcium and iodine. The ambiguity of separation of calcium from contrast material was solved by using virtual non-contrast images provided by DECT. A measure of calcium plaque burden that is comparable to true non-contrast CAC scoring using DECT material basis pair images is the aim of this study. The study proposes a new threshold CT number to detect the calcium carrying potential risk for adverse coronary events on virtual non-contrast images. Using that threshold, the calcium scores obtained by contrast enhanced DECT and non-contrast single energy CT scans are compared. My second study explores the use of additional attenuation data provided by DECT for non-calcified plaque characterization. I propose to train supervised learners on pixel values recorded from DECT monochromatic X-ray and material basis pairs images, for more precise classification of fibrous and lipid coronary plaques. The interaction of the pixel values from different image types is taken into consideration, as single pixel value might not be informative enough to separate fibrous from lipid. Organic phantom plaques scanned in a fabricated beating heart phantom are used as ground truth to train the learners. My last study proposes automatic segmentation of coronary arteries characterizing plaque components and lumen on contrast enhanced monochromatic X-ray images. This study aims relevant feature extraction from region of interests on patient cardiac images. The extracted features include pixel and region based features. Feature selection is employed as a preprocessing step by using the feature importance measure from the random forest model.
The rest of this dissertation is organized as follows. Chapter 2 introduces atherosclerosis and current medical imaging modalities in assisting atherosclerosis. Fundamentals of X-ray physics and computed tomography are also covered in Chapter 2. Chapter 3 introduces DECT by discussing its evaluation, decomposition algorithms for it and by comparing it with single energy CT. Chapter 3 also introduces supervised learning approaches which have been used in this dissertation. Chapter 4 proposes an approach for calcium quantification in contrast-enhanced examinations of the coronary arteries. Chapter 5 proposes to train supervised learners on pixel values recorded from DECT monochromatic X-ray and material basis pairs images for more precise classification of fibrous and lipid coronary plaques. Chapter 6 proposes automatic segmentation of coronary arteries characterizing plaque components and lumen on contrast enhanced monochromatic X-ray images. Chapter 7 concludes and discusses several directions for future study.
CHAPTER 2

BACKGROUND

1. Atherosclerosis

Atherosclerosis is the condition of plaque buildup on the inside of the vessel wall and narrowing of the vessel [4]. Defined layers of a vessel wall are intima, media and adventitia as shown in Figure 1. The intima consists of endothelial cells and is separated from media by dense elastic membrane called internal elastic membrane. The media consists smooth muscle cells and is separated from adventitia by the external elastic membrane [33].

![Figure 1. Schematic representation of arterial wall layers [33]](image_url)

An atherosclerotic plaque raises a focal lesion within the intima by the deposition of fat, cholesterol, calcium and other substances as shown in Figure 2. When endothelium is infiltrated by fatty materials, macrophages are sent to the site to scavenge the materials and they form the foam cells which then die and also accumulate within the intima. This lesion is separated from the lumen by fibrous cap which can easily rupture [34].

When atherosclerotic lesions affect the coronary arteries, it may cause coronary occlusions and occlusions decrease the blood supply to the heart muscle hence result in death of some tissue of the heart muscle. Death of heart muscle tissue is called myocardial is-
chemia which causes chest pains known as angina pectoris [35]. Decrease in blood flow also causes severe tissue damage which may result in formation of a blood clot known as coronary thrombosis at the side of the plaque [34]. Coronary thrombosis may lead to complete occlusion of one or two arteries and may cause the death of a section of the heart muscle resulting in myocardial infarction known as heart attack [34, 35].

Figure 2. Illustrated artery narrowed by atherosclerosis plaque [34]

Figure 3. Illustrated anatomy of human coronary arteries [36]
The heart muscle needs oxygen rich blood to function properly. The blood supplied to the heart is carried by two main coronary arteries branching from aorta which are right and left coronary arteries as shown in Figure 3. Right coronary artery (RCA) supplies blood to the right side of the heart which pumps blood to the lungs. Left coronary artery supplies blood to the left side of the heart and it branches into the left anterior descending artery (LAD) and the circumflex artery (LCX). The left side of the heart is larger than the right side since it pumps blood to the rest of the body [36]. RCA, LAD and LCX are the three arteries affected by atherosclerosis. Partial or complete occlusion of these three arteries is the major cause of the coronary artery disease and the heart attacks.

Certain drugs that reduce the level of cholesterol in the blood or prevent formation of blood clots can reduce the risk associated with atherosclerosis. In the case of occluded arteries, coronary bypass surgery is one option that routes the blood flow around the occluded area by using sections of blood vessels from other parts of the body. Balloon angioplasty is applied to dilate the artery and flatten the plaque. Dilated artery can get narrowed overtime therefore expandable wire mesh stents are inserted as a part of the angioplasty procedure [34].

According to American Heart Association 2013 statistical report 1 of 6 deaths was due to coronary heart disease in 2009 and mortality was 386,324. It is estimated that 635,000 Americans will have a new coronary attack and 280,000 will have a recurrent attack each year [37]. It is essential to diagnose the early stages of atherosclerosis development in coronary arteries and to apply necessary medication as well as the surgical procedures.
2. Medical Imaging in Assisting Atherosclerosis

2.1. Invasive Imaging Techniques

**Angiography:** Coronary angiography has been the gold standard for assessing the lumen boundaries [6]. The spatial resolution of coronary angiography provides spatial resolution from 0.13 to 0.20 mm with a temporal resolution up to 12.5 frames / sec [38]. Angiography is beneficial while assessing advanced coronary lesions (greater than 70%) but it does not provide reliable information about the content of the plaques. Since content of the plaque carries out valuable information to assess the risk of myocardial infarction, coronary angiography is a poor predictor for myocardial infarction. Furthermore it has been shown that majority of acute coronary occlusions occur at sites that were normal at angiography [39]. These limitations of coronary angiography promoted interest in alternative catheter based techniques to visualize the content of the plaques.

**Angioscopy:** Angioscopy is based on fiber optic transmission of visible light [40]. It provides colorful and three dimensional visualization of intraluminal structures. Furthermore it is a sensitive detector of intracoronary thrombosis [38]. The color of the plaque which is assessed by angioscopy is a good predictor of vulnerability of the plaque. Plaques are categorized as yellow or white by angioscopy and yellow plaques are more prone to rupture than white plaques. Yellow plaques are observed more often at the site of culprit lesion which is thought to be causing myocardial damage and increase the likelihood of an acute coronary event [41]. Although the technology of angioscopy is available and less expensive, it has many disadvantages. It does not provide information regarding plaque characterization and the size of the catheter (3.0 to 5.0 F) does not allow visualization of small vessels (< 2 mm) and severe stenotic lesions. The technique is difficult to perform and depends on
the skills of the person performing the test therefore there is always the chance of injury of the vessel. The main disadvantage of this technique is the need of a blood-free field. For clear visualization of the vessel wall, the blood needs to be flushed away with saline which thereby may increase the risk of ischemia [42].

**Intravascular Ultrasound (IVUS):** IVUS produces real time images at 20 to 30 frames/sec with 100 to 200 \( \mu m \) axial resolution and 200 to 300 \( \mu m \) lateral resolutions [38]. Images provided by IVUS are more accurate and detailed than those obtained by angioscopy and angiography. IVUS images give information about the content of the plaque and information regarding remodeling of the vessel due to its high penetration depth (10 mm) [40, 43]. It has been shown that vascular remodeling by IVUS might help to assess plaques which are prone to rupture [44]. Current IVUS catheters range in size from 2.9 to 3.5 F and can be used to visualize small arteries and severe stenotic lesions [38]. One of the limitations of IVUS is the blind area behind the calcified regions. Because calcium does not allow the transmission of the ultrasonic beam thereby deeper structures are seen as black shadows on IVUS images [40]. Furthermore, the resolution of IVUS is not high enough to detect thin fibrous caps which are prone to rupture [38].

**Intravascular Elastography:** This technique is combined with ultrasound to measure the mechanical properties of tissue. It is based on differences in deformability of plaque components after the application of defined pressure. The radiofrequency data of IVUS are acquired under two levels of pressure. Soft plaques are expected to deform more and have higher strain level than hard plaques. Palpography which is a derivative of elastography uses one strain value per angle and color-coded contour at the lumen vessel boundary is plotted [6, 38]. In vitro studies have shown that there are differences between measured
strain levels of fibrous, fibro-fatty and fatty components of coronary plaques [45]. Intravascular elastography is a very sensitive technique thereby subject to significant artifacts. It is a catheter based technique and quality of the images are depended on the motion of the catheter.

**Intravascular Thermography:** Intense inflammation is discovered on plaques sites which are prone to rupture [46]. This inflammation results in temperature elevations that can be detected by catheter based thermistor that has a temperature accuracy of 0.05 °C and a spatial resolution of 0.5 mm [6]. Measurement of temperature is an easy and inexpensive technique however blood temperature can influence the findings. Thermography also does not provide information about the plaques without inflammation. Even though temperature might be used as a valid indicator of vulnerable plaques, this technique should be combined with another imaging modality for full plaque characterization.

**Spectroscopy:** Spectroscopy is a technique based on differences in absorbed energy at different wavelengths by different chemical compounds. Raman spectroscopy and near-infrared spectroscopy are the most validated ones [40].

- **Raman spectroscopy (RS):** Raman spectroscopy is based on the fact that when incident light with a wavelength 750 to 850 nm excites molecules in a tissue sample, light is scattered with changing the wavelength and intensity. Change in intensity and wavelength of scattered light is unique to the molecule and it needs to be processed to detect chemical compounds of coronary plaques. A Raman spectrum is presented as the Raman intensity on the Y axis and the wave length shift on the X axis [38]. The main limitation of RS is the poor penetration depth (1 - 1.5 mm) and absorbance
of light by blood. Furthermore RS does not provide geometric information about the plaques [6].

- Near-infrared spectroscopy (NIRS): Near-infrared spectroscopy uses a wavelength of 750 to 2500 nm and it has a larger penetration depth (2 mm) than RS [6]. A near-infrared spectrum is presented as absorbency extent of light by molecules on the Y axis and wavelength on the X axis [38]. Capability of NIRS to identify individual components is less than RS and it requires the use of pattern recognition algorithms for further classification [42]. Sensitivity and specificity rates for histological features of lipid pool, thin cap and inflammatory cells obtained by NIRS are promising according to a study accomplished by Moreno and his colleagues [47]. NIRS has been used to measure pH for further assessment of atherosclerotic plaque. The risk of plaque rupture or thrombosis is found to be correlated with decreasing pH [40]. Lack of structural information is the main limitation of NIRS. Both NIRS and RS can provide valuable information when they are combined with another imaging modality such as IVUS.

**Optical Coherence Tomography (OCT):** Optical coherence tomography is the intravascular imaging modality providing the highest resolution images of arterial wall with an axial resolution of 15 to 20 µm and lateral resolution of 20 to 40 µm. It is similar to IVUS except it uses infrared light with 1.3 µm wavelength instead of ultrasound. Images are generated by measuring the scattered light from the structures in the tissue. It provides real time imaging with 15 to 20 frames/sec. Its excellent resolution permits the detection of thin fibrous caps which are prone to rupture however limited penetration depth (1 -1.5 mm) does not allow to study vessel remodeling [43]. Imaging through the blood requires continuous flush
of normal saline with or without a proximal occlusion balloon thereby long acquisition time needed for complete visualization of coronary artery tree is not possible [42].

2.2. Non-invasive Imaging Techniques

Magnetic Resonance Imaging (MRI): Magnetic resonance imaging is based on the differences in biophysical response of the tissue to an electromagnetic radiofrequency (RF) pulse application within a strong, static magnetic field. Application of magnetic field leads to alignment of proton spins within the body along the magnetic field direction and protons absorb energy when a short RF pulse is applied. The excited photons return to their equilibrium while the RF energy is released. RF signal decays with an exponential curve characterized by T1 which is called spin-lattice relaxation time. In addition to T1, the rate that transverse component of magnetization vector decays at is called spin-spin relaxation time known as T2. Images are constructed based on controlled contributions of T1 and T2 which are tissue composition dependent. In addition to T1 and T2 weighted images, proton density weighted images are constructed. This way only the signal changes coming from differences in the amount of available spins are used [48]. Several pulse sequences have been used to characterize the atherosclerosis plaque using a combination of T1, T2, proton density and three dimensional time of flight [40]. To improve the diagnostic accuracy of MRI for detection of vulnerable plaques, a number of novel targeted agents have been produced. These agents bind to target region and help imaging of very small components of plaques [49, 50].

MRI is a diagnostic imaging modality with excellent soft tissue contrast therefore able to analyze the components of atherosclerosis plaque components. It has been shown that MRI is applicable for visualization of atherosclerotic lesions in peripheral arteries [51, 52].
Coronary artery imaging for identification of coronary plaques and assessment of coronary artery size has also been shown to be possible [53,54]. However it is not clinically available due to required high spatial and temporal resolution that would be necessary for visualization of smaller dimension of the coronary arterial wall and its tortuous course.

**Nuclear Imaging:** Nuclear imaging uses radiolabeled tracers which are conjugated with gamma-emitting radionuclides. Radiolabeled tracers bind to or are taken up by the constituents of the atherosclerotic plaque. Single photon emission computed tomography (SPECT) and positron emission tomography (PET) are the two nuclear imaging modalities [55]. PET has greater spatial resolution (4 - 5 mm) than SPECT (1 - 1.6 cm) [17]. Several radiolabeled tracers that would provide diagnostic information regarding atherosclerosis plaque have been developed. The most commonly used tracer is 18F-fluorodeoxyglucose (FDG) in PET [17, 56]. FDG competes with glucose for uptake into inflammatory cells such as activated macrophages that have high metabolic activity at atherosclerotic site of the vessel [55]. FDT-PET imaging has shown to be useful to detect the plaque inflammation in carotid lesions [57]. However imaging coronary artery atherosclerosis is still a challenge for nuclear imaging due to insufficient temporal and spatial resolution of PET. Furthermore FDG-PET is limited due to lack of cellular specificity. FDG is also taken up by metabolically active myocardium [17].

**Electron Beam Computed Tomography (EBCT):** EBCT was first introduced in 1984 for the study of coronary artery disease [58]. An electron beam is emitted from an electron gun and is focused onto the target rings by magnetic deflection. Target rings are arranged in a half circle around the patient thus generating an X-ray source that rotates around the patient. The X-ray is measured with a stationary detector ring [59]. Unlike conventional CT,
the X-ray does not rotate around the patient thereby providing high temporal resolution (50 - 100 ms) [5]. Contrast enhanced EBCT has high specificity and sensitivity values for the visualization of significant coronary stenosis when compared to invasive coronary angiography. However 80% of the proximal and midcoronary segments have insufficient image quality for the assessment of stenosis [5,38]. EBCT without contrast injection allows sensitive and accurate detection of coronary artery calcification [5,59]. Calcium is a definitive marker of atherosclerosis and a prognostic indicator of adverse coronary events however the absence of calcium does not exclude coronary atherosclerosis. Moreover the presence of calcium does not predict the vulnerability of the plaque (non-calcified) and EBCT does not permit the detection of non-calcified plaque or the distinction between non-calcified and calcified plaque [5,38]. The detection of calcium by EBCT provides obstructive coronary disease predication sensitivity up to 90% but the specificity is as low as 40% [38]. The low specificity and not adequate longitudinal resolution (3 mm) for visualization of small sized coronary arteries do not permit EBCT to be the routine imaging modality for coronary artery disease [59].

3. FUNDAMENTALS OF X-RAY PHYSICS

3.1. Production of X-Rays

X-rays for medical diagnostic purposes are produced by accelerating electrons and making them to collide with a metal target. Fast moving electrons lose their energy in the form of electromagnetic radiation when they collide with the target. The acceleration of the electrons is gained by the electrical potential difference between two electrodes called anode and cathode found in the x-ray tube, see Figure 4. X-ray tube acts as an energy converter, receiving electrical energy and converting it into x-radiation and heat. The quantity and the
quality of the x-radiation produced are controlled by adjusting the voltage applied to the tube, electrical current that flows through the tube and the exposure time [60,61].

![Figure 4. Simple diagram of the x-ray tube](image)

**Cathode**: Cathode is the source of the electrons and is a helical filament made of tungsten connected to an electrical source which produces electric current. While this current heats the filament causing liberation of electrons, it controls the number of the electrons liberated. The cathode is surrounded by a focusing cap for the purpose of shaping the electron beam width. The voltage applied to the focusing cap determines the size of the focal spot on the anode. For example application of negative bias voltage to the focusing cap increases the repelling electric fields surrounding the filament and reduces the spread of the beam resulting in a smaller focal spot width. The other factor affecting the focal spot is the filament length which determines the focal spot length. Smaller the focal spot produces better visibility of the detail in the image however has a less heat dissipating capacity [60, 61].

**Anode**: Anode is the target of the electrons and made of tungsten or some alloy of tungsten due to its high melting point and high atomic number. It is at positive side of the electrical circuit and has two main purposes which are x-ray production and prevention of heat damage to the x-ray tube. As mentioned above, the area exposed to striking electrons on the
anode is called focal spot. These electrons deposit their energy either as heat or emitted x-rays. Prevention of the heat damage is achieved by rotating disk shaped anode. Anode angle is the factor affecting the effective focal spot size which is defined as the length and width of the focal spot as projected down the central ray in the x-ray field, see Figure 5. As anode angle gets larger, the effective focal spot gets larger resulting in a worse spatial resolution. The optimal anode angle is decided depending on the clinical application [60, 61].

**Figure 5.** Effective focal spot is the focal spot area projected down the central ray in the x-ray field. As anode angle increases, the effective focal spot gets larger.

Electrons emitted from cathode accelerate through to the anode creating a kinetic energy. As they travel, their velocity increase and as the time they reach to the surface of the anode, all kinetic energy is converted to the potential energy. When electrons strike to the surface of the anode, all the kinetic energy is converted to x-radiation and heat. The strike of the electrons results in two types of interactions with individual atoms of the anode material called Bremsstrahlung and characteristic radiation, see Figure 6 [60, 61].

**Bremsstrahlung Radiation:** Bremsstrahlung radiation which is also known as the ‘breaking radiation’ happens when the electrons interact with the atomic nucleus. Electrons passing near proximity of the positively charged nucleus decelerate rapidly by the attractive force from the nucleus resulting in loss of kinetic energy which appears in the form of x-ray
photon. The energy of the x-ray photon depends on the distance between striking electron and the nucleus. As the distance gets shorter, the energy loss of the electron increases producing higher x-ray energies. To lose all the energy of an electron, a direct impact to the nucleus is needed which is a low probability therefore; most of the photons produced by this interaction have lower energies than the electrons [60, 61].

![Diagram of Bremsstrahlung and Characteristic Radiation]

**Figure 6.** Left: Demonstration of Bremsstrahlung radiation, Right: Demonstration of Characteristic radiation

**Characteristic Radiation:** Characteristic radiation appears when the striking electron ejects one of the electrons of the target atom. For such an interaction, the energy of the striking electron must be larger than the binding energy of the electron of the target atom. When the electron is ejected, it leaves a vacancy and this vacancy is filled by an outer shell electron with less binding energy. As this vacancy is filled by the outer shell electron, x-ray photon with energy equal to the difference between the binding energies of the electron shells is released. K-shell (highest binding energy) vacancies filled by outer shells are the characteristic x-rays used in diagnostic imaging since other characteristics x-rays are mostly attenuated or filtered [60, 61].
3.2. Interaction of X-Radiation with Matter

While x-rays photons interact with the matter, they will either penetrate without interacting, scatter from their original direction or be absorbed by depositing their all energy. Rayleigh scattering, Compton scattering and photoelectric absorption are the three main interactions when diagnostic radiology is the subject matter.

**Rayleigh Scattering:** This scattering is also known as coherent, Thompson, elastic or classical scattering. This scattering occurs when the incident photon energy is not enough to create ionization in the atom. When incident photon interacts with the atom, the atom emits a photon of the same energy but not in the same direction. This type of scattering occurs with a low probability for x-ray interaction above 70 keV therefore in medical imaging it does not have much effect on image quality [60–62].

**Compton Scattering:** This scattering is also known as inelastic or non-classical scattering. When the incident photon interacts with the atom, photon with less energy is scattered and an electron is ejected from the atom. The energy of the incident photon is equal to the sum of the energy of the scattered photon and the binding energy of the ejected electron. The scattered photon and ejected electron can move in different direction than the incident photon. They move toward the forward direction as the energy of the incident photon increases resulting in detection by the image receptor. For a fixed scattering angle, increasing incident photon energy decreases the energy of the scattering photon, transferring most of the energy to the ejected electron however when medical imaging is the case, most of the energy of the incident photon is transferred to the scattered photon which might be detected by the image receptor. Detection of the scattered photon by the image receptor decreases the quality of the image by reducing the contrast. This type of scattering is significant in
medical imaging since the energy of the incident photon is mostly greater than the binding energy of the electron. Also the Compton scattering is directly proportional with the density of the material [60–62].

**Photoelectric Absorption:** In this interaction the energy of the incident photon is transferred to the electron of the interacted atom and the electron is ejected from the atom. While the ejected electron moves short distance in the matter, its energy is deposited in the matter. The ejected electron leaves a vacancy for the electrons with a lower binding energy and the vacancy is filled by an electron from outer shell. The difference between binding energies of these electrons is released as characteristic x-rays. The probability of the photoelectric absorption depends on the atomic number and the energy of the incident photon. As the atomic number of the absorbing material decreases, the probability of the photoelectric absorption decreases thus making photon interaction with the soft tissue difficult in medical imaging. Increasing the incident photon energy decreases the probability of the photoelectric absorption. The role of the atomic number in the probability of the photoelectric absorption is used to amplify differences in attenuation of tissues thus creating a better image contrast. While the atomic number has a large effect on the probability of the photoelectric absorption, Compton scattering is nearly independent of the atomic number. When lower energy incident photons are interacted with the high atomic number elements such as calcium or contrast material, photoelectric absorption dominates the interaction whereas in case of interaction with the soft tissue, Compton scattering does [60–62].
3.3. **Attenuation of the X-Rays**

As photons go through the matter some of them interact with the matter, some of them pass on through the matter. Both photoelectric absorption and Compton scattering cause some of the photons to be removed from the beam which is defined as attenuation.

**Linear Attenuation Coefficient:** The linear attenuation coefficient of a material is defined as the fraction of the photons removed from the x-ray beam per unit of thickness of the material. The other way, this coefficient is the indication of the rate of photon interaction and it is the sum of the individual linear coefficients for each type of interactions. The number of photons leaving the beam increases as the distance photons traveling increases. However this relation is not linear. The relation between the number of incident photons and the ones that are transmitted is as:

\[ N = N_0 e^{-\mu x} \]  

(2.1)

where \( N \) is the number of the photons that are transmitted, \( N_0 \) is the number of the incident photons, \( \mu \) is the linear attenuation coefficient and \( x \) is the path length. The linear attenuation coefficient is depended on the energy of the incident photons and the atomic number and the density of the material. The attenuation coefficient decreases as the incident photon energy increases except the absorption edges of the material. At the absorption edges the attenuation increases due to the increasing interactions. Number of the atoms affect the interactions such as increasing number of atoms in the material increases the probability of the interaction. Since increasing density means increased number of atoms, attenuation is directly proportional with the density of the material [61,62].

**Mass Attenuation Coefficient:** Mass attenuation coefficient is the expression of the attenuation in terms of unit mass and the relation with linear attenuation coefficient. It is
expressed as:

\[
\text{Mass Attenuation Coefficient (cm}^2/\text{g}) = \frac{\text{Linear Attenuation Coefficient} (\text{cm}^{-1})}{\text{Density of the Material} (\text{g/cm}^3)}
\] (2.2)

Mass attenuation coefficient is not dependent on the density of the material. The relation between the photon energy and the mass attenuation coefficient of several materials used in diagnostic x-ray imaging can be seen in Figure 7 [61, 62].

4. FUNDAMENTALS OF COMPUTED TOMOGRAPHY

The mathematical principles of computed tomography (CT) were first developed by Radon in 1917 proving that an image can be reconstructed if infinite number of the projections through the object is obtained. In 1979, Godfrey Hounsfield and Allan Cormack won the Nobel price by the invention of the CT scanner [61, 63]. During the history of CT, there have been several generations of CT. In this section I will be discussing the latest one.
4.1. **System Overview**

CT scanners have four major components which are gantry including x-ray tube and x-ray detector positioned with 180 degree angle, table, the high voltage generator and image generation system as seen in Figure 8. When the operator initiates a scan, series of commands are sent to the gantry which hosts the x-ray tube and the x-ray generator. Since the gantry needs to reach and maintain a stable velocity, mostly it is the first component responding to the operators command. The table reaches to the starting scan location and maintains a constant speed during the whole scan procedure. The voltage generator generates the desired voltage to the x-ray tube and keeps it constant at requested level during the scan. The x-ray tube generates the x-ray photons which are detected by the x-ray detector to produce electrical signals. The detector outputs are sampled at a uniform sampling rate to convert analog signals to digital signals. Image generation system which includes high speed computers and digital signal processing chips uses digital signals to preprocess, construct and enhance the images before they are displayed for clinical purposes [61, 63].

![CT scanner system schematic](image)

**Figure 8.** CT scanner system schematic
4.2. X-Ray Detector Arrays

Basics of x-ray tube were mentioned in production of x-rays sections therefore I will be skipping to x-ray detector which is equally important in image quality as x-ray tube. Opening the collimator which is the part narrowing the beam of the x-rays increases the usage of the x-rays produced by the x-ray tube in producing image data. With the single detector array scanners as collimator spacing gets wider, slice thickness increases thus improving the utilization of the x-ray beam but it reduces the spatial resolution. With the introduction of multiple arrays, instead of the collimator, detector size determined the slice thickness. Multiple detector arrays are composed of several linear detector arrays. Slice thickness is made adjustable by grouping one or more detector units together. Individual detector unit size changes depending on the manufacturer. Some manufacturers keep the detector unit size as 1.25 mm and constant for all, some keep the size smaller in the center four detector units such 0.5 mm and 1 mm for the others, some use increasing width size going away from the center. Detectors will be more discussed in the next section [61, 63].

4.3. Data Acquisition and Parameters

Modern CT scanner acquires data in two modes which are sequential, also called axial or spiral also called helical. In sequential scanning, data is acquired while the table is stationary. Table is moved to the next step in increments of the collimated detector width and the next slice data is acquired. X-ray tube is on only for the time data is being acquired thus saving radiation dose. In spiral scanning, the x-ray tube is on until the scanning is over and it rotates around the patient while the table is moving with a constant speed. During spiral scanning, radiation dose applied to the patient increases due to the continuous x-
ray exposure, however the time for the scan procedure decreases thus reducing the motion artifact due to the respiration [61,63].

**Tube Voltage:** Tube voltage is the potential difference applied between anode and cathode of the x-ray tube. Increasing tube voltage increases the energy of the produced x-rays. In CT imaging tube voltage is used as x-ray energy and it is in unit of kilovolts (kV). Although the voltage across the tube can fluctuate, radiographic contrast is controlled by the peak voltage of the tube voltage and it is measured in peak kilovolts (kVp). Increased x-ray energy increases the photon reaching to the detector (penetrability) increasing the signal to noise ratio however the contrast resolution decreases due to the diminished photoelectric interactions. Increased energy of X-ray also increases the radiation dose which is proportional to the square of the tube voltage [61].

**Rotation Time:** Rotation time is the time period needed for x-ray detector to have a complete 360° rotation around the patient. Rotation time affects the scanning time. For a helical scanning with a short rotation time, a longer scan can be achieved. It is advantageous in terms of motion artifacts and usage of contrast material. Less motion is detected and less contrast material is needed since the scan time is shorter with a shorter rotation time [61].

**Tube Current:** Tube current is the other factor determining the radiation dose. Increasing the tube current increases the radiation dose. Tube current is the number of the photons traveling from cathode to anode and its unit is milliAmpers (mA). Increasing the tube current decreases the image noise making lower contrast detectability easier [61].

**Pitch:** Pitch is the used parameter when the helical scanning is the subject matter. If one single detector CT scanner is being used, pitch is defined as table feed per rotation divided by collimator width. When multi-detector CT scanner is the subject matter, the definition
for pitch changes since collimator width is not the one determining slice thickness. In this case, pitch is defined as table feed per rotation divided by one detector array width multiplied by the number of detector arrays. Pitch is an important parameter since it affects the radiation dose to the patient, the scan time and the image quality. Scans with smaller pitch (<1) produce better image quality however the radiation dose is increased. In clinical studies pitches up to 1.5 are used with partial scanning thus providing faster scan time, less radiation exposure and less patient motion [61].

4.4. Image Reconstruction Parameters

Increment and Slice Thickness: Increment determines the distance between images that are reconstructed. In axial scanning collimation spacing determines the slice thickness and if the table is moved between two sequences by a distance smaller than the collimated slice thickness, overlapping images can be obtained. Obtaining overlapping images provides less noisy images and better diagnosis for small structures. In helical scanning, with any increment selection overlapping images can be obtained in reconstruction process. In multiple detector array CT scanners, slice thickness is determined by the width of detectors which can be changed by combining different numbers of detector units. If scanning is axial, the center arrays determine the slice thickness while in helical scanning several slices are acquired simultaneously. In single detector CT scanners, collimators placed right in front of the x-ray tube determine the slice thickness. As the spacing of the collimation widens, the slice thickness increases. However the width of the single detector is the upper limit of the slice thickness. Larger the slice thickness better the contrast resolution is due to the increase in the number of detected x-ray photons but the spatial resolution decreases. Increasing the
x-ray tube current to compensate for the loss of contrast resolution is usually the case for protocols [61].

**Scan Field of View:** Scan field of view is defined as the largest area that can be scanned. As the reconstruction parameter, field of view (FOV) means the scanned area chosen for display. FOV is mostly composed of 512 X 512 pixels. The size of the pixel which is calculated as FOV (one side length) /512 defines the pixel resolution [61].

### 4.5. Image Reconstruction

**Sinogram:** Sinogram is the display of the data acquired by CT scanner before reconstruction of the images. In Figure 9, the sinogram on the left corresponding to the reconstructed image on the right is shown. The horizontal axis of the sinogram corresponds to the different x-rays in each projection and the views (angles) of the x-rays are shown on the vertical axis. The product of the view number and x-ray number per view gives the pixel number in the sonogram image. It is also the number of raw data points. Both the number of the views and the number of x-rays per view affect the resolution. Reducing the number of x-rays causes blurring and reducing the number of the views causes aliasing [61].

![Figure 9](http://www.rmdinc.com/research/imagingtech-appreq.html)

*Figure 9.* Left image is the display (sinogram) of the raw data for the reconstructed image on the right. The horizontal axis of the sinogram corresponds to the different x-rays in each projection and the views (angles) of the x-rays are shown on the vertical axis. (Taken from http://www.rmdinc.com/research/imagingtech-appreq.html on April 2nd, 2012)
**Preprocessing Data:** The attenuation of the x-ray is being measured by the CT imaging after passing through the material. The attenuation is quantified as a linear attenuation coefficient and computed as:

\[
\ln\left(\frac{I_0}{I_t}\right) = \mu x
\]  

(2.3)

where \(I_0\) is the intensity of the source x-ray, \(I_t\) is the intensity of the x-ray recorded by the detector, \(x\) is the length of the path along the x-ray and \(\mu\) is the linear attenuation coefficient. The linear attenuation coefficient is determined by the composition and density of the material for each voxel. The linear attenuation coefficient used in Eqn. (2.3) is the total attenuation coefficient for each x-ray and it is quantified as the integral over the x-ray path for every projection data. This equation holds under the assumption that x-ray beam consists of monoenergetic photons. Otherwise linear attenuation coefficient is not determined by only the material type, also the energy of the x-ray [61, 64].

**Interpolation:** Interpolation is only involved in helical scanning. During helical scanning, data are acquired in a helical path around the patient. The acquired data are interpolated into series planar image data sets. This step requires extra computation compared to axial scanning however it has the advantage of reconstructing the images at any position. The slice thickness defined by the detector width in multislice scanners and by the collimation spacing with single detectors determines the actual spatial resolution. Although images smaller than the slice thickness can be reconstructed, it does not mean that spatial resolution of the reconstructed slice thickness is achieved [61].

**Backprojection Reconstruction:** In CT imaging, reconstructed value in each pixel is the linear attenuation coefficient for the corresponding voxel. Once the raw data is obtained, planar projections are used to reconstruct the images. Several algorithms are used for the
reconstruction technique. Filtered backprojection is the algorithm mostly used for clinical CT imaging. Every ray in each view represents an individual measurement of linear attenuation coefficient. In addition to the linear attenuation coefficient, the acquisition angle and the position in the detector array corresponding to each x-ray are known. Before backprojecting the linear attenuation coefficients from each ray in all views onto the image matrix, the raw data is filtered to prevent blurring. Filtering step is the convolution of the projection data with a convolution kernel which refers to the shape of the filter function in spatial domain. Each projection data at a given angle which is a horizontal line from a sinogram is convolved with the convolution kernel [61, 65].

**Reconstruction Kernels:** There are different convolution kernels used depending on clinical applications. For clinical application where contrast resolution is more important than spatial resolution such as soft tissue imaging, the convolution filter is chosen to suppress the high frequency components therefore reducing the noise but lowering the spatial resolution resulting in loss of edges. On the contrary, in imaging of high attenuating materials such as bone edges become important therefore convolution kernels are selected those suppressing less high frequency components. Although the image becomes noisier, sharper edges are obtained [61,65].

**CT Number:** It is said that in reconstructed CT image each pixel values are the linear attenuation coefficients of the corresponding voxel, however they are actually the normalized values of the linear attenuation coefficients based on following expression:

\[
\text{CT number} = \frac{\mu - \mu_{\text{water}}}{\mu_{\text{water}}} \times 1000
\]  

(2.4)

where \( \mu \) is the attenuation coefficient of the material, \( \mu_{\text{water}} \) is the attenuation coefficient of water. CT numbers range between -1000 and 3000 and they are named as
Hounsfield units (HU). CT number of -1000 corresponds to air of which attenuation coefficient is 0, CT number of 0 corresponds to water and dense bone can have a CT number up to 3000 [61, 64].

4.6. Image Display

Once the image is reconstructed it is important to display it to physician with the best contrast for better diagnosis. Windowing and leveling are the basic procedures applied to CT images.

Windowing and Leveling: Reconstructed CT images are 12 bits of gray scale and the computer monitors can display 8 bits. Since human eye is not capable of resolving 256 shades of gray, reducing the number of shades of gray will give better contrast. Adjusting the image contrast is done by changing the window width and the level which is the CT number at the center of the window. The level and the window width together decide the slope of the window determining the range of the CT numbers displayed. Narrowing the window width results in greater contrast in the image. CT numbers lower than the smallest CT number in the window are displayed as black whereas CT numbers higher than the highest CT number in the window displayed as white in the image [61].

4.7. Image Quality

The measure of quality in clinic images is the utility of an accurate diagnosis and this utility lies in its spatial and contrast resolution. There is a trade-off between the contrast resolution and the spatial resolution. This trade-off will be discussed in the rest of this section.
**Contrast Resolution:** The primary advantage of CT is its contrast resolution compared to other clinical x-ray modalities. Contrast is the difference between closely adjacent regions in the image in gray scale and contrast resolution is the essence of visualizing the low-contrast objects in the image. Contrast to noise ratio \((CNR)\) is used for assessing the contrast in images. \(CNR\) is calculated as:

\[
CNR = \frac{A - B}{\sigma}
\]  

where \(A\) is the average density of a small region and \(B\) is the average density of an adjacent small region and \(\sigma\) is the standard deviation of the image noise. Increased noise reduces the visibility of low contrast objects. Noise in CT image is defined as the variation of the attenuation coefficients between individual pixels of the same material. Noise quantification is most commonly performed by scanning a container of water which is homogenous and has a CT number of zero. Distribution of the CT numbers of pixels within a region of interest would be a bell shaped curve. Determination of the standard deviation is mostly the way of quantifying the amount of noise in CT image. Contrast resolution is very much related to signal to noise ratio \((SNR)\) which is measured as:

\[
SNR = \frac{N}{\sigma}
\]  

where \(N\) is the mean number of photons per unit area which is defined as the pixel area and \(\sigma\) is the standard deviation or the noise. As the number of photons per unit area increases, noise increases by the square root resulting in overall increase in \(SNR\). This type of noise is called quantum noise. Quantum is defined as something that can be counted or measured. In case of CT, measured quanta are x-rays, electron, ions or photons. Increasing \(SNR\) ratio can be achieved by increasing the photons which would also increase the radi-
ation dose applied to the patient. The factors that are affecting the contrast resolution are listed below [60,61,66].

- The applied tube current directly affects the number of photons. If the tube current is increased holding the rotation time fixed, number of photons increases thus increasing the $SNR$ ratio thereby improving the contrast resolution. With the same logic, if every acquisition parameters are held fixed except the rotation time, increasing rotation time increases the number of photons thus improving the contrast resolution.

- Thicker slices use more photons thus producing a higher $SNR$ ratio. The slice thickness and the number of photons are linearly related thereby doubling slice thickness increases the $SNR$ by $\sqrt{2}$.

- Increasing the field of view increases the pixel size thereby increasing the number of photons per pixel, the $SNR$ ratio and consequently improving the contrast resolution.

- Depending on application, contrast might be more important than keeping the edge information. In that case, reconstruction kernels are chosen to produce higher contrast resolution by decreasing the noise.

- As the patient size increases, the attenuation of the x-rays increases resulting less x-rays being detected by the detector therefore reducing the $SNR$ ratio and the contrast resolution.

**Spatial Resolution:** Spatial resolution can be defined as the ability to detect two very small objects which are very close to each other. Measuring the spatial resolution is done by stimulating the detector system with a single point input and observing the image produced
which is called point spread function (PSF). For CT imaging a very thin metal wire is used to produce point spread function. Resulting point spread function should be same for every position for the system to be stationary. PSF also determines the blurring properties of the imaging system. Increased blurring reduces the visibility of small objects. The factors that are affecting blurring also affect the spatial resolution. These factors are discussed in the next section [61].

**Blurring:** Blurring in image can be caused both in scanning and reconstruction stages. The factors that are affecting the blurring in scanning stage are the size of the focal spot and the effective size of the detector. The cross sectional dimension of a ray, segment of an x-ray beam depends on the distance from both the focal spot and the detector. If the cross sectional dimension is larger than the object being imaged, the image will be blurred. Better visibility of details can be obtained by smaller focal spot or smaller effective detector size. The factors that are affecting the blurring in reconstruction stage are the voxel dimension and the reconstruction filter. Voxel dimension is controlled by three parameters which are field of view, matrix size and the slice thickness. Increased slice thickness increasingly blurs the image if the high density objects traverses through the patient with an angle. Field of view decides the dimension of the pixel with the matrix size. Smaller pixel dimension produces better visibility of details. Reconstruction filter is the other factor controlling the amount of blurring. Depending on the reconstruction filter chosen, the image can be blurred or the edges can be sharpened which would improve the spatial resolution [61, 66].

**4.8. Artifacts**

**Beam Hardening:** As the polyenergetic x-ray beam passes through the patient, lower energy x-rays are attenuated more than the higher energy x-rays resulting in beam hardening.
The beam hardening causes two types of artifacts which are cupping artifact and streak and dark bands. It is best to explain cupping artifact with a uniform cylindrical phantom scanning. As the x-ray beam passes through the middle of the phantom, they are passing through more material therefore x-ray beam is more attenuated than the x-ray beam passing through the edges. Hardened beam starts to attenuate less and when it reaches to the detector it is denser compared to the beam propagating from the edges, see Figure 10.

![Figure 10](image.png)

**Figure 10.** a. Attenuation profile with beam hardening b. Ideal attenuation profile

The beam hardening effect is also observed as streaks and dark bands due to the difference in attenuations of different materials. Attenuation of bone is greater than soft tissue attenuation thereby for the equivalent thickness, bones cause more beam hardening. Due to the heterogeneity, x-ray beam coming from different projection angles are hardened to a differing extent creating confusion during the reconstruction. Reducing the beam hardening effect can be done by filtering out the lower energy components to pre-harden the beam. Another filter is also used to further harden the edges of the beam. Using different size of phantoms to mimic the patient body, scanners are calibrated by the manufacturers. Beam hardening effect is also reduced during the reconstruction stage by the software [61, 67].
Partial Volume Averaging: The average of the attenuation coefficient of each voxel is what we see as the CT number in each pixel. When the voxel is composed of more than one tissue type, the CT number might be misleading. Partial volume artifacts can lead to misdiagnosis when the adjacent anatomic structures are not known. The best way to avoid partial volume artifact is to use thin slice acquisition [61].

Photon Starvation: The highly attenuating areas result in insufficient photon reaching to the detectors. Insufficient photons produce noisy projection data resulting in streaks in the reconstructed image. Photon starvation effect is mostly seen while the x-ray beam is traveling horizontally. On same scanners the tube current is automatically increased to supply sufficient photons for the scanning (horizontally scanning) duration of highly attenuating parts [67].

Aliasing: Aliasing effect can be caused by either undersampling within a projection or not having enough projections to reconstruct the image. If the interval between the projections is kept too large, small objects or sharp edges can be misregistered. Aliasing does not often lead to misdiagnosis however when fine details are concern, it should be avoided. Aliasing can be reduced by increasing the number of projections per rotation to decrease the interval between the projections. Undersampling within a projection can be avoided by quarter-detector shift or flying focal spot technique increasing the number of samples per projection [67].

Patient Motion: Patient motion can cause misregistration artifacts appearing as shading or streaking or blurring. The best way to avoid patient motion artifacts is to keep the acquisition time as short as possible. Respiratory motion which is unavoidable can be minimized if the patients can hold their breaths during the acquisition. During cardiac imaging, to mini-
mize the effect of the heart images are reconstructed by the projection data obtained when there is least cardiac motion. This is achieved by electrocardiographic gating techniques either by retrospectively triggered scans or prospectively triggered scans. With retrospective gating, modulated tube current is on during the entire scan whereas with prospective gating tube current is on only during the R to R interval of heart motion, see Figure 11 [61,67,68].

![Diagram of Retrospective and Prospective ECG gating](image)

**Figure 11.** Retrospective gating versus prospective gating: With retrospective gating, modulated tube current is on during the entire scan whereas with prospective gating tube current is on only during the R to R interval of the heart motion [68].

**Cone Beam Effect:** Cone beam effect is caused by the divergence nature of the x-ray beam emitted by the x-ray tube. The z-axis of the x-ray beam gets wider as it travels through the patient. Due to the divergence of the x-ray beam, the data collected by the detectors are not consistent for each direction leading to streak artifacts on the image. The cone beam effect gets worse for the outer detector rows and increasing number of detector rows. Cone beam effect is prevented by cone beam reconstruction instead of standard reconstruction [67,69].

**Helical Scanning Artifact:** In helical scanning due the continuous table movement, the data collected for each slice is not sufficient for reconstruction. Missing data are estimated by interpolating between data collected from the nearest slice position. If the anatomy of the
patient changes significantly within the distance of interpolation, interpolated data might be inaccurate leading to streak and shading artifacts which is called "windmill" artifact. The severity of the helical artifacts increases with increasing helical pitch [67, 69].
CHAPTER 3
MATERIALS AND METHODS

1. DUAL ENERGY COMPUTED TOMOGRAPHY

1.1. Evaluation of Dual Energy Computed Tomography (DECT)

The idea of dual energy computed tomography was first explored in the 1970’s [70, 71]. Early studies demonstrated improved tissue characterization and less spectral artifacts on images. The use of dual energy was proposed for quantification of fat content in liver, calcium in pulmonary modules and bone mineral density [70–78]. However its utility was critical for clinical applications due to inadequacy in CT technology. Sufficient tube current at low tube voltages could not be provided by the x-ray tube and as a consequence low energy images were noisy. Another major limitation was the amount of time required for data acquisition leading to misregistration artifacts.

Figure 12. Schematic of first dual source CT, introduced by Siemens in 2006. Detector A covers the full scan field, detector B covers smaller field due to space limitation in the gantry [79].
Data acquired by dual energy can be obtained in several ways such as scanning twice, using energy discrimination detectors, using fast kV-switching x-ray tube or using dual x-ray source. The advantages and disadvantages of four different data acquisition ways are discussed in Y. Zou and M.D. Silver’s paper [80].

First dual energy CT was introduced by Siemens in 2006 (SOMATOM Definition, Siemens Medical Solutions, Forchheim, Germany). The introduced dual energy CT system was equipped with two x-ray tubes and two detectors mounted with a 90° angle offset onto the rotation gantry. Both x-ray tubes can be operated independently at different voltage and current settings. One of the detectors covers the full scan field which has 50 cm diameter whereas the other detector covers a field of view with a 26 cm diameter due to the space limitations in the gantry, see Figure 12 [79].

After a while, GE introduced Discovery CT750 HD (GE Healthcare, Milwaukee, WI, USA). Discovery CT750 HD acquired dual energy scans with a single X-ray tube which utilizes static kVp alterations switching between low and high preset values within a period less than 1 ms. The raw data obtained by low and high energy scans are used to decompose into two materials density maps. Basis material pair images are then processed to obtain monochromatic attenuation coefficients at any desired energy [81, 82].

Dual energy CT has shown its immediate usefulness in clinical applications. Abdominal applications focus on detection of fat or iron deposition in liver, distinction of metastases and normal liver tissue [76, 83, 84]. Urinary applications focus on uric acid and cystine stones, renal masses characterization and detection of urinary stones in contrast-enhanced CT [85–87]. Thorax applications focus on lung perfusion imaging and detection of pulmonary embolism [88–90]. Cardiac applications focus on diagnosis of coronary artery
stenosis and myocardial ischemia. Several articles reported about specificity and sensitivity on detection of myocardial infarction and characterization of plaques, removal of calcified plaques to evaluate coronary stents [28,91–93]. Vascular applications use the calcium subtraction, bone and plaque subtraction techniques to better visualize the vessels; also the ability of calcium removal makes iodine administration useful to enhance the attenuation of the vessels. In addition to calcium subtraction techniques in vascular application, virtual unenhanced images obtained by dual energy CT are used for imaging protocol applied on patients who had abdominal aortic aneurysm [94,95]. M. Karcaaltincaba and A. Aktas compare fast kVp switching dual energy CT and dual source CT in some of the application areas in their paper [96].

1.2. Dual Energy CT versus Single Energy CT

Major tissues of the body have CT numbers ranged between -100 to 100 HU except the bone and the lung tissue. Small differences of the CT numbers make it hard to differentiate soft tissues on CT images. Therefore contrast agents such as Omnipaque, Visipaque or Ultravist are used in routine CT imaging to enhance the contrast for better differentiability. The radiation dose exposed to the patients when routine tests both include contrast and non-contrast CT scans can be decreased by eliminating the need for non-contrast CT scan since virtual non-enhanced images can be reconstructed by DECT.

The other limitation of CT imaging is that two different materials can have similar CT numbers thus resulting in misdiagnosis or uncertainty. DECT has been introduced for better differentiation of materials that have similar CT numbers by using additional spectral information of tissue attenuations. Figure 7 shows the mass attenuation coefficients over x-ray energy ranges. DECT aims to utilize the energy dependency of tissue attenuation.
The tendency of decrease of X-ray attenuation of different materials is the key point for better tissue characterization. Mostly used low and high X-ray tube voltages for DECT are 80 kVp and 140kVp of which effective energies are about 53 keV and 72 keV while the conventional single energy CT X-ray tube voltage, 120kVp is about 67keV [97].

In a single source conventional CT system, the reconstructed image approximates the linear X-ray attenuation coefficient of the scanned object at an effective energy of the incident X-ray beam. Polychromatic nature of X-ray results in beam hardening artifact. Spectral calibration is applied by clinical CT scanners to reduce the beam hardening affect. This process converts the measured projection data into line integrals through the patient by water precorrection algorithm which is based on energy dependence of water [98]. Although this correction algorithm forces water and water-like material attenuation to be constant, this artifact still limits the accuracy of the attenuation measurement of materials standing near high attenuating materials such as bone and contrast agents. In dual energy CT systems, measured projection pairs are decomposed into the density integrals of two basis materials and these images are further processed to obtain monochromatic attenuation coefficients of the object at any desired energy levels which are called virtual monochromatic images. The monochromatic images have more accurate CT values and do not suffer from the beam hardening affect [99].

1.3. Decomposition Algorithms for Dual Energy CT

In dual energy systems, the object is scanned at two distinct energy spectra. Once the dual energy data is acquired, decomposition can take place using sinogram data which is called pre-reconstruction technique or using the reconstructed image which is called post-reconstruction technique. Post reconstruction techniques utilize the reconstructed image at
low and high energy and get the weighted average of the two images to obtain best image quality. Pre-reconstruction techniques are superior to post-reconstruction techniques in terms of image accuracy however they require knowledge of the system’s spectral response.

Pre-reconstruction decomposition initially was proposed by Alvarez and Macovski as modeling the linear attenuation coefficient of an unknown material into the components of photoelectric effect $\mu_p(E)$ and Compton scatter $\mu_c(E)$ as:

$$\mu(E) = c_1 \mu_p(E) + c_2 \mu_c(E)$$  \hspace{1cm} (3.1)

where $c_1$ and $c_2$ are the unknown coefficients representing the fraction of photoelectric effect and Compton scattering [71]. The linear attenuation due to the Compton scattering is described by Kein-Nishna equation as:

$$\mu_c(E) = \frac{1 + \alpha}{\alpha^2} \left[ \frac{2(1 + \alpha)}{1 + 2\alpha} - \frac{1}{\alpha} \ln(1 + 2\alpha) \right] + \frac{1}{2\alpha} \ln(1 + 2\alpha) - \frac{(1 + 3\alpha)}{(1 + 2\alpha)^2}$$  \hspace{1cm} (3.2)

where $\alpha = E/510.975$ keV. The linear attenuation due to the photoelectric effect is described based on empirical models as [100, 101]:

$$\mu_p(E) = \frac{\rho}{A} Z^n E^{-r}$$  \hspace{1cm} (3.3)

where $\rho$ is the mass density, $A$ is the atomic weight, $Z$ is the atomic number of the material and effective energy is represented by $E$. The value of $n$ has been approximated between 3.3 and 4.0 and the value of $r$ has been approximated between 3.0 and 3.2.

The linear attenuation coefficient of an unknown material was then remodeled by Lehman and his coworkers inserting mass attenuation coefficients of two known materials that have different X-ray energy dependency as [100]:

$$\mu(E, x, y) = c_1(x, y)\mu_1(E, x, y) + c_2(x, y)\mu_2(E, x, y)$$  \hspace{1cm} (3.4)
where $c_1$ and $c_2$ represent the amount of the basis material 1 and 2 in the voxel at $x, y$ and $\mu_1, \mu_2$ are the mass attenuation coefficients of the basis material 1 and 2. In CT imaging, X-ray source is polychromatic and the target material is inhomogeneous so the X-ray intensity, $I$ at the detector is modeled as:

$$I = \int \left[ I_0(E, x, y) \exp \left( - \int \mu(E, x, y) dl \right) \right] dE \quad (3.5)$$

where $I_0(E, x, y)$ is the source X-ray intensity and $\mu(E, x, y)$ is the line integral over the X-ray path. The projection measurement, $p$ is defined as the minus log ratio of the source and the measured intensity, $p = -\log(I/I_0)$. Linear attenuation coefficient model based on mass attenuation coefficients of two known materials requires two equations since there are two unknowns, $c_1(x, y)$ and $c_2(x, y)$. Therefore we need two intensity measurements obtained at high ($H$) and low ($L$) kVp such as:

$$I_H = \int I_{0H}(E) \exp \left[ -\mu_1(E) \int c_1(x, y) dl - \mu_2(E) \int c_2(x, y) dl \right]$$

$$I_L = \int I_{0L}(E) \exp \left[ -\mu_1(E) \int c_1(x, y) dl - \mu_2(E) \int c_2(x, y) dl \right] \quad (3.6)$$

Projection data is obtained by taking the logs and the system equations become as:

$$p_H = -\log \left[ \int I_{0H}(E) \exp \left[ -\mu_1(E)L_1(l) - \mu_2(E)L_2(l) \right] dE / \int I_{0H}(E) dE \right]$$

$$p_L = -\log \left[ \int I_{0L}(E) \exp \left[ -\mu_1(E)L_1(l) - \mu_2(E)L_2(l) \right] dE / \int I_{0L}(E) dE \right] \quad (3.7)$$

where $L_{1,2}(l) = \int c_{1,2}(x, y) dl$. The goal of DECT is to solve two equations in (3.7) for $L_{1,2}(l)$ and reconstruct $c_{1,2}(x, y)$. The reconstructed material basis images, $c_{1,2}(x, y)$ are not in Hounsfield Units (HU) instead they are in density units ($mg/cm^3$). Once the material basis images are reconstructed, monochromatic representation for any energy can be computed as [81]:

$$\mu_{Mono}(E, x, y) = \frac{c_1(x, y)\mu_1(E, x, y) + c_2(x, y)\mu_2(E, x, y)}{\mu_{water}(E)} \quad (3.8)$$
where $\mu_{water}(E)$ is the linear attenuation coefficient of water. Choosing the first basis material water Eqn. (3.8) simplifies to:

$$\mu_{\text{Mono}}(E,x,y) = c_1(x,y) + c_2(x,y)\frac{\mu_2(E,x,y)}{\mu_{\text{water}}(E)}$$  \hspace{1cm} (3.9)

and the corresponding HU representation is $(\mu_{\text{Mono}}(E,x,y) - 1)\times1000$.

The advantage of two-material decomposition over Compton scattering and photoelectric effect decomposition is the knowledge of the mass attenuation coefficients of the two basis materials which can be obtained through NIST as a look-up table. Therefore, two-material decomposition is practically preferred over Compton scattering and photoelectric effect decomposition.

2. REGRESSION AND CLASSIFICATION

2.1. Linear and Logistic Regression

Linear regression is the most widely used of all statistical techniques and it tries to find the linear relationship between variables. A linear regression model has an input vector, $X^T = (x_1, x_2, \ldots, x_n)$ and tries to predict a real valued output vector $Y^T = (y_1, y_2, \ldots, y_n)$. The simple linear regression model has the form:

$$f(X) = \beta_0 + \beta_1X$$  \hspace{1cm} (3.10)

where $f(X)$ is the vector of expected values of the observation vector, $Y$ and $\beta_0$, $\beta_1$ are the regression coefficients. The regression coefficients are unknown and estimated using the vectors, $X$ and $Y$. The most popular estimation method is least squares in which regression coefficients are selected to minimize the residual sum of squares defined as:

$$\sum_{i=1}^{n} e_i = \sum_{i=1}^{n} \{\beta_0 + \beta_1 x_i - y_i\}$$  \hspace{1cm} (3.11)
There are two important assumptions concerning the residuals. First one assumes that residuals are independent meaning that residual for one case does not give any information regarding another case. Secondly, residuals are assumed to be normally distributed. Details of linear regression can be found in [102].

Logistic regression is a prediction approach and it predicts a discrete outcome from set of variables, \( X^T = (x_1, x_2, \ldots, x_n) \) that may be continuous, discrete, and dichotomous or any mix of these. Generally, the response or dependent variable, \( Y^T = (y_1, y_2, \ldots, y_n) \) is dichotomous taking the value 1 with a probability of \( p \) or the value 0 with a probability of \( 1 - p \). The dependent variable can be more than two classes however linear regression is used in application where two classes occur such as presence/absence or success/failure. The discussion from now on is based on two class occurrence.

In logistic regression, the relationship between the predictor and the response variable is not assumed to be linear instead expected probability of the response variable, 1 for a given value of \( X \) is calculated as:

\[
p_i = \frac{\exp(\beta_0 + \beta_1 x_i)}{1 + \exp(\beta_0 + \beta_1 x_i)}
\]  

(3.12)

Logistic regression model coefficients \( \beta_0 \) and \( \beta_1 \) are found by maximum likelihood estimation (MLE) instead of minimizing the squared residuals as in linear regression. The likelihood function \( L \) measures the probability of observing the dependent variable values that occur in the sample. MLE provides the coefficients of the logistic regression model by maximizing the log-likelihood function \( LL \) which can be defined as:

\[
LL = \sum_{i=1}^{n} \{y_i \log(p_i) + (1 - y_i) \log(1 - p_i)\}
\]  

(3.13)
Performance of the model can be evaluated by correctly classified known samples. Details of logistic regression can be found in [102].

2.2. Classification

Classification is a supervised learning problem in which the input consists of a set of training examples and associated class labels, where each example is formed by one or more features (variables).

2.2.1. Support Vector Machine. Support vector machine (SVM) is a learning algorithm which produces nonlinear boundaries where the classes overlap (not linearly separable) by constructing a linear boundary in transformed version of features space. This transformation is applied by using kernel functions. Kernel functions project data from a low-dimensional space to a space of higher dimension in which the data become separable. The most popular kernels are Gaussian, polynomial and sigmoid kernel functions. The details of transformation of the data by kernel functions can be found [102]. Here I will be discussing the introductory information on SVM algorithm.

The basic idea of SVM is to find a hyperplane that would separate the data. Linearly separable data in two dimensions can be separated by a line however for higher dimensions a hyperplane is needed. The training data consists n pairs, \( X^T = (x_1, x_2, \ldots, x_n) \) with \( D \) dimensions and each is in one of the two classes \( y_i = +1 \) or \( -1 \). A hyperplane can be defined such as:

\[
x^T \beta + \beta_0 = 0
\]

(3.14)

The aim of the SVM is to orientate this hyperplane in such a way that make it as far as possible from the closest members of both classes. Chosen closest members of the both
classes are defined as support vectors and they would change the position of hyperplane if removed. The distance between the hyperplane and support vectors of both classes is equal and \( \frac{1}{||\beta||} \). The total distance from the hyperplane on either side is \( \frac{2}{||\beta||} \) and is called the margin, see Figure 13.

![Hyperplane through two linearly separable classes](image)

**Figure 13.** Hyperplane through two linearly separable classes

SVM selects the hyperplane that would create the maximum margin. In order to maximize the margin, \( \beta \) needs to be minimized which is an optimization problem solved by Lagrangian multiplier method. The details of SVM can be found in [102].

2.2.2. *Artificial Neural Network.* An Artificial Neural Network (ANN) is an information processing paradigm that is inspired by how biological nervous systems process information. An ANN is configured through a learning process for a specific application, such as pattern recognition or data classification. A typical neural network is represented by a network diagram as in Figure 14.
For $K$ class classification, there are $K$ target measurements $Y_k = (Y_1, Y_2, \ldots, Y_K)$ at the top each being coded as 0 or 1 for the $k$th class. Target measurements are modeled as linear combination of the $Z_m$ which are called hidden units. The values of $Z_m$ are not directly observed and they are created from linear combinations of the inputs, $X_p$. There can be more than one hidden layer and hidden unit. Overall network model can be defined as:

$$Z_m = \sigma(\alpha_{0m} + \alpha_m^T X), m = 1, 2, \ldots, M$$

$$Y_k = \beta_{0k} + \beta_k^T Z, k = 1, 2, \ldots, K$$

$$f_k(x) = \rho(Y_k)$$

(3.15)

where $\alpha_{0m}$ and $\beta_{0k}$ are the bias units feeding into every unit in hidden and output layers, $\alpha_m$ and $\beta_k$ are the unknown parameters and they are called weights, $\sigma$ is the input function and $\rho$ is the output function and they can be defined as ramp, step, sigmoid or Gaussian.
The neural network model seeks for the values of weights that make the model fit the training data. This is done by minimizing the performance function which can be defined as sum of squared errors, squared errors or cross entropy. Global minimizer of performance function is not the optimal solution since results an overfit solution.

The generic approach to minimize the performance function is called back-propagation and it uses gradient descent. This is done by a forward and backward pass over the network. In the forward pass, the current weights are fixed and the predicted values are computed. In the backward pass, the error between the target and the predicted values are computed and then back-propagated to compute the error for the hidden units. To compute the error for a hidden unit in the layer just before the output layer, all the weights between that hidden unit and the output units to which it is connected are identified. Then those weights are multiplied by the errors of those output units and summed up. This sum is the error for the chosen hidden unit. All the errors are then used to find the error derivates with respect to the weights. The details of ANN can be found in [102].

2.2.3. Random Forest. Random forest (RF) algorithm which is an ensemble of tree classifiers built on the random feature subspace based on the bagging idea [103]. RF grows $B$ classification trees, $\{T_b, b = 1, \ldots, B\}$ and averages them. Each tree is grown on a different random subsample of the training data. This random subsample is composed from two-third of the training data (bootstrap sample) and left is not used for the construction of trees. The instances that are not used for the construction are available to test single tree and called out-of-bag (OOB) samples. The estimates computed from OOB predictions are easily obtained and have been shown to be good estimates of generalization error [103].
There are several impurity measures used to define the best way to split the instances such as classification error, entropy and Gini measure. RF uses the Gini measure to determine the split variable in the tree construction process. Let $p(i|t)$ denote the fractions of instances belonging to class $i$ at a given node $t$. Gini impurity measure is computed as:

$$Gini(t) = 1 - \sum_{i=1}^{c} [p(i|t)]^2$$  \hspace{1cm} (3.16)

where $c$ is the number of the classes. The effectiveness of a variable in classifying the training data is measured by information gain. Information gain is the expected reduction in impurity caused by partitioning the instances according to that variable. Information gain for a variable $V$ at a given node $t$ is calculated as:

$$IG(t, V) = Gini(t) - \left[ \frac{N(L)}{N} Gini(t, L) + \frac{N(R)}{N} Gini(t, R) \right]$$  \hspace{1cm} (3.17)

where $Gini(t, L)$ and $Gini(t, R)$ are the Gini measures of left and right child nodes of node $t$ after being split based on a split value in variable $V$, $N$ is the number of instances at parent node $t$, $N(L)$ and $N(R)$ are the number of instances in left and right child nodes. Splitting continues until there is no information gain for any split value of any variable.

While growing a tree, $T_b$ for each node, $\sqrt{K}$ variables are selected randomly where $K$ is the total number of variables, the best variable/split-point among the selected variables is picked and the node is split into two daughter nodes. Each tree is grown out to maximum size and left unpruned. To make a prediction for a new instance, $x$, let $C_b(x)$ be the class prediction of the $b$th tree. Then final decision for the instance would be $C_f(x) = \text{majority vote } \{C_b(x)\}_1^B$.

**Variable Importance**: Every time a split is made on, the Gini impurity measure for the two child nodes is less than the parent node. Adding up the Gini decreases, which is also
defined as information gain for each variable, over all trees gives a variable importance.

Gini variable importance for variable $V$ is computed as:

$$GVI(V) = \frac{1}{B} \sum_{b=1}^{B} \left( \sum_{t \in S_b} IG_b(t, V) I_b(t, V) \right)$$  \hspace{1cm} (3.18)

where $B$ is the number of classification trees, $S_b$ is the set of split nodes of the tree $b$ and $I_b(t, V)$ is an indicator variable for whether variable $V$ was used to split node $t$ of tree $b$. 
CHAPTER 4

CORONARY CALCIUM QUANTIFICATION USING CONTRAST ENHANCED DUAL ENERGY COMPUTED TOMOGRAPHY SCANS

1. Introduction

Large amounts of calcium plaque in the coronary arteries is a known independent risk factor for adverse coronary events [104–106]. Conversely, a negative coronary calcium scan has a high predictive value for reduced risk of death from coronary artery disease (CAD). Non-contrast CT is the established and routine test for non-invasive detection of coronary artery calcium (CAC). Multidetector computed tomography (MDCT) at 120kVp, axial mode, and FOV 25 cm is widely used for coronary calcium scoring due to the high correlation between MDCT and the original method of electron beam CT (EBCT) [13–15,107]. MDCT with thin (2.5 to 3.0 mm) slices is commonly obtained using prospective gating, a technique that briefly irradiates (175 msec) during ventricular diastole of the R-to-R interval to decrease patient dose. In order to assess vessel patency, a second scan with iodinated contrast material is performed to delineate vessels and separate blood from myocardial tissue. Both acquisitions are obtained axially with thin slices and prospective gating. Image data are post-processed to create curvilinear plane images that follow coronary vessel curvature and aid visualization of the entire vessel.

Agatston score and Volume score are both used clinically in the assessment of risk in terms of calcification. Agatston scores are currently obtained using 120kVp CT acquisitions without iodine contrast. Computation of the score uses a threshold whereby pixels greater than 130 Hounsfield Units (HU) are classified as calcified tissue. For a given ‘plaque’ (composed of pixels more than 130 HU), the total area ($mm^2$) is multiplied by a weighting factor that depends upon the ‘peak’ CT HU contained in the plaque region [108]. Computing a
conventional Agatston score, $S$:

$$S = (w)(\text{Area of plaque}) \quad (4.1)$$

with weighting factor $(w)$ given by:

$$w = \begin{cases} 
0 & \text{if } CT^{\text{max}} < 130 \text{ HU} \\
1 & \text{if } 130 \text{ HU} \leq CT^{\text{max}} < 200 \text{ HU} \\
2 & \text{if } 200 \text{ HU} \leq CT^{\text{max}} < 300 \text{ HU} \\
3 & \text{if } 300 \text{ HU} \leq CT^{\text{max}} < 400 \text{ HU} \\
4 & \text{if } 400 \text{ HU} \leq CT^{\text{max}}
\end{cases}$$

Plaque scores from all vessels are summed to calculate a composite score. A total CAC score from all major arteries in the heart describes the extent of coronary artery disease. If the total CAC score is 0, there is no identifiable disease. If total CAC score is 1 to 99, mild disease is present. If the total CAC score is 100 to 399, moderate disease is present. If the total CAC score is greater than 400, severe disease is present. Alternatively, a Volume score, $V$ is computed as:

$$V = (\text{Volume}_{\text{Voxel}})(\text{Number}_{\text{Voxel}}) \quad (4.2)$$

where $\text{Number}_{\text{Voxel}}$ is the number of calcified voxels. Volume scores use the 130HU threshold for calcium identification and attempt to quantify the total volume of calcification in the coronary vasculature [109–111].

Recently, DECT coronary angiography has been performed clinically [112]. DECT has the ability to generate virtual monochromatic energy images as well as material basis pairs
images. DECT derived monochromatic x-ray images suffer far less from the blooming artifact so that large calcium plaques may not interfere with assessment of residual lumen. However, they may not sufficiently separate calcium from iodine [12]. Dual energy CT material basis pairs images display mass density \((mg/cm^3)\) as the CT number [80]. DECT acquisitions enable the reconstruction of material basis pair images chosen by the operator [71]. Reconstructing the material basis pair images Calcium(Iodine) or Water(Iodine) produces virtual non-contrast images from the iodine contrast enhanced portion of a fast-switched DECT. We selected calcium and iodine as basis materials to allow for the creation of ‘virtual’ non-contrast calcium images in which calcium content is preserved in the image. This approach may provide a measure of calcium plaque burden that is comparable to true non-contrast CAC scoring [14]. The purpose of this study is to evaluate a direct measure of calcium burden by using DECT during contrast enhanced coronary imaging, potentially eliminating the need for an extra non-contrast x-ray acquisition. However, concern may exist for added radiation dose with DECT. A conventional CCTA coupled with non-contrast CACs is about 2.8mSv. A single fast-switched DECT is approximately the same at 2.7mSv without the extra non-contrast acquisition [112]. Therefore, dose neutral DECT total exam can possibly be achieved if the non-contrast exam can be eliminated.

2. Materials and Methods

Both dual energy and conventional single energy coronary imaging were performed using a General Electric (GE) Discovery HDCT750 (Waukesha, WI). This unit was equipped with fast voltage switching and Gemstone Spectral Imaging (GSI) cardiac protocols. All conventional CT coronary acquisitions were 120kVp, while DECT switched between nominal 80kVp and 140kVp during each projection. Post-processing of conventional and GSI
data was performed using a GE Advantage Windows (AW Waukesha, Wisconsin) work-station equipped with standard Agatston and volume scoring tools. No software tools are commercially available that support Agatston and volume scoring using source data from dual energy acquisition. An in house MATLAB (Natick, Massachusetts) program was utilized for volume and calcium mass scoring with DECT data sets. For consistency, conventional CT calcium scores were also generated using a MATLAB program. The AW provides a suite of GSI processing tools for generation of monochromatic energy image data and also provides operator selectable material basis pairs for material basis image creation and clinical viewing (DICOM compatible). Material basis pair images were created for Water(Iodine), Iodine(Water), Calcium(Water), Water(Calcium), Calcium(Iodine), and Iodine(Calcium). By convention, an image identified as Calcium(Iodine) displays the calcium content from a calcium and iodine basis pair. Calcium and iodine were compelling choices as basis materials since those materials provide a meaningful description of the materials present when attempting to evaluate calcium during the peak enhancement phase of coronary artery imaging.

In order to calibrate DECT iodine enhanced data, several determinations were necessary. Firstly, the equivalent 130 HU threshold must be specified in equivalent material density units for Calcium(Iodine) image. Secondly, using the specified threshold, the calcium mass and volume scores were calculated on virtual non-contrast images and correlated to the Agatston and volume scores obtained by true non-contrast scans.

2.1. Equivalent 130 HU Threshold Determination for Calcium(Iodine) Image

Two different methods were performed to find the equivalent 130 HU threshold for DECT scoring.
Figure 15. Left - Phantom containing endarterectomy tissue samples in 4% iodine:saline. Right - Axial slice at 120kVp with circles around calcium plaque samples. All 29 calcium plaques from six patients were imaged.

The first method aimed to correlate DECT calcium density values with 120kVp HU values using the pixel values recorded from Calcium(Iodine) and 120kVp images of six anonymous ex-vivo patient tissue samples (endarterectomy surgery specimens) which provided 29 calcified plaques. Six bags filled with patient plaques were surrounded by saline solution and inserted into a cardiac CT calibration phantom [109]. The phantom, shown in Figure 15, consists of an anthropomorphic chest section with artificial lung that mimics human tissue in density and attenuation characteristics. All 29 patient calcium plaques were scanned with prospective ECG triggering, 16x2.5mm collimation, 0.35sec rotation, and pitch of 1. The plaques were scanned at the conventional 120 kVp and with fast switched DECT 80kVp and 140kVp. Images were reconstructed with a field of view (FOV) of 25cm using cardiac standard kernel and image thickness and increment of 2.5mm. Region of Interest (ROI) was determined according to the edges of the calcium plaques in 120 kVp
images and ROI locations were co-registered between conventional images and DECT images. Each pixel value (mg/cm³ or HU value) within each plaque was recorded for both image types. Linear regression analysis was performed between conventional CT HU and Calcium(Iodine) mg/cm³ data.

The second method applied was logistic regression, which is generally used to predict the occurrence probability of an event. Defining calcium burden within a contrast material containing coronary artery can be considered as a two class classification problem whereby one class is calcium and the other class is iodine enhanced blood. Predictor variables were chosen as the pixel values collected from Calcium(Iodine) images of calcified plaques and iodine enhanced blood. Previously mentioned 29 calcified plaques obtained from six anonymous ex-vivo patients were used to define the predictor variables of calcium class. Note that the pixels corresponding to the pixels equal or higher than 130 HU on 120 kVp images were collected since 130 HU threshold specifying in equivalent material density units for Calcium(Iodine) image needed to be defined. The pixels to define the predictor variables of iodine enhanced blood class were collected from six patients whose Institutional Review Board (IRB) and Health Insurance Portability and Accountability (HIPAA) approvals and patient written informed consents were obtained. All six patients received both conventional and non-contrast single energy CT scan coupled with contrast enhanced fast-switched DECT scan of the coronary arteries. Non-contrast scans were prospectively triggered using 120kVp, 750mA, 0.35sec rotation, 1.0 pitch, and 16x2.5mm detector configuration. DECT scans were prospectively triggered using 80kVp/140kVp, 715mA, 0.35sec rotation, 1.0 pitch, and 64x0.625mm detector configuration. DECT protocols were adjusted for two patients and acquired with 765mA and 0.6sec rotation. Three patients received contrast en-
hancement with Omnipaque 350 (GE Princeton, New Jersey) at 5 cm\(^3/\)sec, and the other patients received Visipaque 320 (GE Princeton, New Jersey) at 4 cm\(^3/\)sec. Axial images were constructed at 75% of the R-to-R interval using a FOV of 25 cm and 'standard' kernel with image thickness and increment of 2.5mm.

2.2. Preliminary Patient Examinations: Calcium Scoring

A total of 92 images obtained from six patients mentioned previously were used to extract the coronary arteries and the aorta. Both non-contrast single energy and contrast enhanced DECT, acquisitions covered all calcified areas in the vessels, as given in Figure 16. Agatston and volume scores were calculated for conventional CT data, volume and calcium mass scores were calculated for Calcium(Iodine) DECT image data. Calcium mass scores, \( S_{\text{Mass}} \) were computed as:

\[
S_{\text{Mass}} = (\text{CT Value})(\text{Volume}_{\text{Voxel}})(\text{Number}_{\text{Voxel}})
\]

where \( \text{Volume}_{\text{Voxel}} \) is the volume of one pixel, \( \text{Number}_{\text{Voxel}} \) is the number of calcified pixels and CT value is recorded mean CT value of calcified area. Pixels having a CT value higher than the specified equivalent 130 HU threshold in material density units for Calcium(Iodine) image for DECT image data were averaged to find the mean CT value of the calcified area. Correlation was checked between volume scores obtained by 120 kVp and DECT Calcium(Iodine) image data, also between calcium mass scores obtained by DECT Calcium(Iodine) image data and Agatston scores obtained by 120 kVp image data.
Figure 16. Same Plaque in 2 images. First Row: Left - Conventional 120kVp non-contrast protocol. Right - Calcium(Iodine) DECT with iodine contrast administered (virtual non-contrast), Second Row: Demonstration of vessel extraction (same boundaries are used while extraction is being done on Calcium(Iodine) images), Third Row: Extracted vessels

3. Results

3.1. Equivalent 130 HU Threshold Determination for Calcium(Iodine) Image

In the first method the 29 ex-vivo calcium plaques shown in Figure 15 were used to compare conventional 120kVp HU values with DECT calcium density measurements. The
linear regression analysis applied between 8924 pixel values obtained from 120 kVp and DECT Calcium (Iodine) images (see Figure 17) gave the 120kVp threshold of 130HU as 1611 mg/cm$^3$ for Calcium(Iodine) images. ($p < 0.0001$, $R^2_{eq} = 81.1\%$)

Figure 17. Calcium(Iodine) density measurements with 4% iodine contrast are correlated with 120 kVp for calcium plaque specimens. Based on the output equation of the model 120kVp threshold of 130HU as 1611 mg/cm$^3$ for Calcium(Iodine) images.

Linear regression model is based on the mean of the pixel values however mean of the pixel values were not the complete description of our data. Figure 18 shows that corresponding Calcium(Iodine) pixel values for 500 HU varies approximately between 1600 mg/cm3 and 2200mg/cm3. For further analysis, the assumption of the residuals being normally distributed was checked by plotting the histogram and the normal probability of the residuals in Fig. 18. The assumption of residuals being normally distributed is essential for the validity of the model. The histogram showed that residuals are distributed normally.
Next step to confirm the normality is to check the normal probability plot of the residuals. If the plot is an approximate straight line, then the assumption of residuals being normally distributed is valid. Normal probability of residuals was plotted versus cumulative normal percentile for a qualitative analysis to determine if the residuals were normally distributed (see Fig. 18). The normal probability plot of residuals showed a reasonably linear pattern in the center of the data; however, the tails showed departure from the fitted line. Although the histogram showed normally distributed residuals, the tails showing departure from the fitted line on normal probability plot concluded that normal distribution of the residuals was not an adequate fit for this dataset and the model was not valid. Therefore, the threshold found by linear regression model could not be used.

![Figure 18](image)

**Figure 18.** Left - Histogram of the residuals obtained by linear regression analysis performed between conventional CT HU and Calcium(Iodine) mg/cm³ data. Right - Normal Probability Plot of the residuals obtained by linear regression analysis performed between conventional CT HU and Calcium(Iodine) mg/cm³ data.

The second method was based on a two class classification problem using pixel values recorded from Calcium(Iodine) images. A logistic regression model was trained to predict the class of pixels. Discrimination capacity of logistic regression model was measured by ten fold cross validation. Logistic regression model parameters that fit the data were
found to be -76.45 for the intercept and 0.045 for the pixel value. The output of the logistic function was the probability of pixel being calcium. Pixel value that would make the logistic regression model equal to zero gave the result of logistic function (probability of being calcium) as 0.5. The equivalent 130 HU threshold value for Calcium(Iodine) image was chosen to be the pixel value, 1699 mg/cm$^3$ that gave the probability as 0.5 according to the logistic regression model. Assessment of agreement between predictions and actual classes was shown in the classification table with class error rates, see Table 1. Total error rate was found to be 2.45%.

<table>
<thead>
<tr>
<th>Calcium</th>
<th>Iodine</th>
<th>Class Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calcium</td>
<td>8609</td>
<td>296</td>
</tr>
<tr>
<td>Iodine</td>
<td>139</td>
<td>8686</td>
</tr>
</tbody>
</table>

**TABLE 1.** The classification table describing the agreement between actual and the predicted classes of the pixels. The sum of rows is equal to the recorded calcium plaque and iodine enhanced blood pixels, whereas the sum of columns is equal to the predicted calcium plaque and iodine enhanced blood pixels, respectively. Incorrectly classified pixels are 2.45% of the total.

Further assessment of the logistic regression model was performed by creating the relative operating characteristic curve (ROC) relating relative proportions of correctly and incorrectly classified pixels over a continuous range of probability threshold levels (see Figure 19). Varying the probability threshold incrementally across the predicted probability range of the logistic regression model, true positive rates (sensitivity) and false positive rates were generated. Sensitivity and false positive rates were generated as in Eqns. 4.4 and 4.5. Positive instances are displayed as the calcium pixels on Calcium(Iodine) image.

\[
\text{Sensitivity} = \frac{\text{Number of positive instances correctly predicted}}{\text{Total number of positive instances}} \tag{4.4}
\]
False positive rate = \frac{\text{Number of positive instances incorrectly predicted}}{\text{Total number of negative instances}} \tag{4.5}

Discrimination capacity is described as the area under the ROC curve. A model that has no discrimination capacity will generate a ROC curve that followed the $45^\circ$ line and the perfect discrimination is indicated when ROC curve follows the left hand and top axes of the unit square. The area under the ROC curve of our logistic regression model was higher than 0.9, indicating a very good discrimination which shows the sensitivity rate being high relative to the false positive rate. The area can also be interpreted as the probability that the model will correctly distinguish between calcium plaque pixels and iodine enhanced blood pixels.

Figure 19. The ROC curve of the logistic regression model. The area under the ROC curve was higher than 0.9 indicating a very good discrimination. This shows the sensitivity rate being high relative to the false positive rate.
3.2. Preliminary Patient Results

Calcium was extensively present in the majority of these patients, including all three coronary arteries (RCA, LAD and LCX) of four cardiac patients and at least one artery in the remaining patients. Four of the patients also had calcium in their aorta, and these plaques were included separately to achieve a higher overall score. For demonstration detection of calcium plaque in RCA of one the patients using the threshold on Calcium(Iodine) image can be seen in Figure 20. Pixels marked with red are equal or over the threshold (1699 $mg/cm^3$) and used in calcium scores calculations.

![Figure 20. A. Calcium(Iodine) DECT image with iodine contrast administered (virtual non-contrast). RCA is located. B. Enlarged image of RCA. C. Pixels marked with red show the detected calcium plaque in RCA.](image_url)
Calcium mass and volume scores from contrast enhanced dual energy Calcium(Iodine) images were used to define the correlation with Agatston and volume scores obtained from non-contrast single energy 120kVp images. Figure 21 compares results of measured total calcium burden obtained using DECT with administered iodine contrast to conventional non-contrast Agatston scored values on six patients on 17 vessels. Pearson’s correlation coefficient between Agatston and calcium mass score was found to be 0.980. \((p < 0.0001)\)

**Figure 21.** Conventional (non-contrast) Agatston score values for patients/plaques obtained using fast switched DECT. Image data for calcium mass measurements were obtained using the Calcium (Iodine) material basis pair following iodine administration. Pearson correlation = 0.980

In Figure 22, volume scores obtained from non-contrast single energy 120kVp and contrast enhanced dual energy Calcium(Iodine) images are compared on the six patients on the same 17 vessels. Pearson’s correlation coefficient between volume scores was found to be 0.982. \((p < 0.0001)\)
4. Discussion and Conclusion

The results demonstrate that separation of calcium is possible in Calcium(Iodine) image obtained by contrast enhanced DECT scans. This separation allows the assessment of calcium mass in Calcium(Iodine) images as it relates to conventional Agatston and Volume scores. Since calcium may not be separated from iodine contrast agent, iodine contrast enhanced scans showed wrongly elevated score values with conventional polychromatic images. It should be noted that exact mass density can only be understood with the application of vendor specific calibration factors applied to the $mg/cm^3$ density values obtained with Calcium(Iodine) images.

![Graph](image)

**Figure 22.** Conventional (non-contrast) Volume score values for same patients/plaques obtained using fast switched DECT. DECT Image data for calcium volume measurements were obtained using the Calcium (Iodine) material basis pair following iodine administration. Pearson correlation = 0.982

As presented, the preliminary patient studies demonstrated a correlation between conventional non-contrast 120kVp Agatston scores and contrast-enhanced Calcium(Iodine)
calcium mass scores. Patient studies also indicate a correlation between non-contrast 120kVp volume scores and contrast-enhanced Calcium(Iodine) volume scores. Both of these correlations indicate that quantification of calcium plaque burden using a contrast enhanced DECT is possible.

Several limitations of this study are relevant.

- Predator variables of calcium class in logistic regression analysis were collected by recording pixel values from 29 ex-vivo calcium plaque specimens. Using 29 ex-vivo calcium plaque specimens might raise the question whether or not the sample size is enough to cover all possible densities of calcium found in coronary arteries. In this study, rather than finding the minimum pixel value to define calcium burden, we aimed to find the equivalent 130HU threshold for equivalent material density units for Calcium(Iodine) image. The data set had pixels corresponding to 130HU and higher. The maximum pixel value that would cover the calcium plaque was void of interest for this study, since pixels having corresponding 130HU threshold or higher values were counted to score calcium.

- Predator variables of iodine enhanced blood class in logistic regression analysis were collected by recording pixel values of iodine enhanced blood from six patients. Small number of patients might be a concern at this point; however, the variability of actual patient data having different injection rates with two different contrast agents was part of this assessment. Also the pixels were recorded from different positions of arteries or aorta.
The available number of patients for the comparison of calcium scores obtained by DECT and conventional CT limits the conclusions that calcium mass scores or volume scores obtained by DECT scans can take the place of Agatston scores or volume scores obtained by non-contrast CT scans for clinical purposes. Strong linear relation between the calcium scores obtained by contrast enhanced DECT and non-contrast CT is observed in Figure 21 and 22. However, this study is preliminary, and more patients who receive both conventional and non-contrast single energy CT scan coupled with contrast enhanced DECT scan need to be included to support this study.

While the proposed approach used Calcium(Iodine) as the basis pair materials, more accurate estimation of calcium burden in dual energy may be possible if the selected calcium pair was brand specific and not elemental iodine. Additionally, multi-material decomposition whereby three or more materials are included in the decomposition analysis may improve the specificity for quantifying calcium. Studies have shown that full contrast material elimination can be possible when water, bone and iodine are selected as the three basis materials when constructing the images [113]. Brand specific material decomposition might allow better elimination of contrast material in the image and more accurate calcium scoring with contrast enhanced DECT.

In this study, one approach for calcium quantification in contrast-enhanced examinations of the coronary arteries was demonstrated. The method involved finding a threshold that would detect calcium plaque and separate it from the iodine enhanced blood. Agatston scores from non-contrast conventional and contrast-enhanced conventional scans did not demonstrate sufficient correlation for calcium quantification on CT coronary angiograms, likely due to the poor separation of calcium and iodine. The significance of this study is
that a radiation dose neutral single DECT exam may provide both the calcium scoring and the arterial imaging for routine cardiac assessment.
CHAPTER 5

NON-CALCIFIED CORONARY ATHEROSCLEROTIC PLAQUE
CHARACTERIZATION BY DUAL ENERGY COMPUTED TOMOGRAPHY

1. Introduction

The rupture of unstable and often non-obstructive atherosclerotic coronary plaque is known to be the primary cause of acute coronary syndrome [114]. Vulnerability of atherosclerotic plaque has been related to specific compositional characteristics, especially a large lipid core covered by a thin fibrous cap [114, 115]. Complete diagnosis of atherosclerosis requires entire imaging of coronary artery tree, characterization of the plaque including its morphology and major tissue components and remodeling of the vessel. As of today, there is no diagnostic modality that can provide the necessary comprehensive imaging. Current available diagnostic modalities include both invasive and non-invasive imaging techniques. Invasive coronary angiography has been accepted as the routine procedure to coronary occlusions. However, non-obstructive plaques might be missed by invasive angiography until the late stages of the disease due to vessel remodeling [5, 6]. Intravascular ultrasound (IVUS) is now accepted as the reference for detection of non-obstructive plaques [7–9]. However, its invasive nature is associated with considerable procedural risks. Furthermore, its restriction to proximal and medial vessel segments and high costs prevent widespread acceptance of the procedure.

The potential of computed tomography (CT) has made CT a promising noninvasive modality for CHD assessment. CT imaging uses the differences of x-ray attenuation of body tissue to reconstruct the images. It has been shown that contrast enhanced CT imaging allows the visualization of coronary arteries with a reliable assessment of coronary artery stenosis [10, 11]. The recently developed technology of MSCT has the potential to identify and characterize the non-calcified coronary atherosclerotic plaques [17–27]. Whether
differentiation of plaque components by CT would be beneficial to identify patients with an increased likelihood of plaque rupture or erosion potentially leading to acute coronary events is still an active research topic requiring prospective clinical trials. The characterization of non-calcified plaques is challenging due to the substantial overlap of attenuation by CT. Well defined cut-off values to identify the lipid and fibrous plaques in coronary arteries have not yet been established.

Recently, DECT to characterize atherosclerotic plaques has also been studied [28–32]. Additional attenuation data provided by DECT looks appealing to characterize coronary artery plaque. In 2008, Barreto et al. performed a study where coronary atherosclerotic plaque components were classified based on ex-vivo DECT imaging of human coronary arteries with comparison to histology [28]. Both contrast enhanced and non-contrast DECT images of seven coronary arteries were obtained at 80kVp and 140 kVp. Plaques were classified as densely calcified, fibrocalcific, fibrous or lipid-rich. Analysis of non-contrast data at 80 kVp and 140kVp showed significant differences in the attenuation only for densely calcified and fibrocalcific plaques. After contrast injection fibrous plaques also showed significant attenuation differences, whereas lipid-rich plaques did not. In 2010, Zachrisson et al. performed an in vitro study where different soft tissue samples were classified using attenuation values coming from DECT scans at two energies [32]. Postmortem tissue samples commonly present in arterial plaques were collected during autopsy. CT values of the tissue samples were recorded at 140kVp and 80kVp and mean CT values were computed for each voxel. Logistic regression was used to predict tissue types from measured CT values and computed mean CT values. Prediction models showed that combining CT values at two energies improved the classification of different kinds of fat tissue.
The purpose of this study is to explore the use of supervised learning approaches trained on the additional attenuation data provided by DECT for characterization of fibrous and lipid plaques. Training data consisted of organic phantom plaques fabricated from low density polyethylene (LDPE) and high density polyethylene (HDPE) scanned in a fabricated beating heart phantom. The pixel values from energy specific (keV) and material basis pairs images provided by DECT were considered as the input to the supervised learners. We evaluated the performance of approaches by testing both on phantom and patient data.

2. Materials and Methods

2.1. Phantom Study and Training

Organic phantom plaques fabricated from low density polyethylene (LDPE) and high density polyethylene (HDPE) were used in this study [112]. Lipid and fibrous plaques were constructed with LDPE having a density of 0.92 g/cc and HDPE having a density of 1.2 g/cc respectively. In Figure 23, fabricated phantom lipid plaque is shown for illustrative purposes. After four of each phantom plaques (fibrous and lipid) were inserted into the beating heart phantom [116], the arteries were filled with 5% iodine (Visipaque 320 mg/mL Iodixanol, GE Healthcare) by volume. DECT acquisitions were performed using prospective ECG triggering. Acquisitions were switched between 80kVp and 140kVp during each projection. Data was transferred to a GE AW workstation with GSI computational tools for providing 1) a range of monochromatic X-ray (40 to 140 keV) images, and 2) material basis pairs images (Water/Iodine, Calcium/Water, Calcium/Iodine) [112]. This way, 17 images were constructed for the same data using different keVs and material basis pairs. Scanned phantom fibrous and lipid plaques provided 177 and 142 voxels from a total of 16 region of interests, respectively. For each voxel, 17 pixel values were recorded from monochromatic
X-ray and material basis pairs images. In Figure 24, recorded pixel values from 40keV, 60keV, 80keV, 100keV, Calcium(Water) and Iodine(Calcium) images of phantom fibrous and lipid plaques are plotted for illustrative purposes. Recorded pixel values from 17 images were used as features to train ANN, SVM and RF models for classification of fibrous and lipid plaques. The features used for ANN and SVM models were scaled to have a mean of 0 and standard deviation of 1. Scaling of the features was not necessary for the RF model since the RF algorithm is scale invariant.

![Lipid](image)

**Figure 23.** Fabricated phantom lipid plaque [112]

### 2.2. Evaluation Measure and Parameter Settings For Selected Algorithms

During the training process, parameters for the ANN, SVM and RF models were set to be used in testing on patient data. While setting the parameters for the models, $k$-fold ($k=10$) cross validation classification error rates were considered to evaluate the performance of the models. By 10-fold cross validation, training data was split into 10 sets of which 9 were used for training and 1 for testing. Error rate was defined as the ratio of misclassification. The parameters providing the minimum error rate were set for the models.
Figure 24. The plots show the recorded pixel values on 40keV, 60keV, 80keV, 100keV, Calcium(Water) and Iodine(Calcium) images of lipid and fibrous phantom plaques on y-axis.

Besides error rates of each model, error rates by majority voting were calculated for each class (fibrous and lipid). Majority voting worked by classifying to the class receiving the largest numbers of votes or predictions by three models (ANN, RF and SVM).

2.2.1. Support vector machines. The radial basis function (RBF) was used as the kernel function. Using the kernel function as RBF required the tuning of two parameters: gamma parameter of kernel function, $\gamma$ and cost parameter, $C$. Training was performed
with different values of $C$ and $\gamma$. The best result was obtained with value of 1 for both $C$ and $\gamma$. MatLab computing software (The MathWorks, Natick) was used for SVM classification. The sequential minimal optimization (SMO) method was chosen to find the separating hyperplane.

2.2.2. *Artificial neural networks.* Back-propagation ANN trained with the Levenberg-Marquardt algorithm was used to train the weights and the biases. The best result and fastest convergence was obtained with two hidden layers each with 10 nodes in our preliminary experiments. Sigmoid transfer function was used as the transfer function of input and hidden layers and the linear transfer function was used as the output transfer function. The output layer had two nodes. The goal of the training process was to have zero for the first output node and one for the second output node if the target class was fibrous and one for the first output node and zero for the second output node if the target class was lipid. The performance function was defined as the mean sum of squares of the network errors (MSE). MatLab computing software (The MathWorks, Natick) was used for ANN simulation and training. Training was stopped when the desired MSE was reached.

2.2.3. *Random forests.* The RF model picked four out of 17 features randomly while growing a tree for each node. The only parameter that needed to be set by the user was the number of trees. The number of the trees was determined based on the OOB error and it was set to 500. Less number of trees would have been sufficient but using a large number of trees stabilizes the classification error. Furthermore, there is no penalty for using a large number of trees, other than computational resources. RF classification was performed using random forest package [117] in R software.
2.3. **Patient Study and Testing**

The models trained on phantom plaque data were tested on four images obtained from three patients, who had one or two soft plaques identified in their LADs. The patients, who were enrolled in a fully IRB and HIPAA compliant protocol, were scanned by fast switched DECT with prospective ECG triggering using 80kVp/140kVp, 715mA, 64x0.625 mm detector configuration, 0.35 rotation, and a pitch of 1 in Mayo Clinic Hospital, Phoenix. Axial images were constructed at 75% of the R-to-R interval using a FOV of 25cm and ‘standard’ kernel with image thickness and increment of 0.625mm. While one of the patients received Visipaque 320 at 4 cm³/sec, the other two received Omnipaque 350 at 5 cm³/sec. Data was transferred to a GE AW workstation with GSI computational tools for providing 1) a range of monochromatic X-ray (40 to 140 keV) images, and 2) material basis pairs images (Water/Iodine, Calcium/Water, Calcium/Iodine).

Manually segmented soft plaques on patients’ images produced 281 voxels. For each voxel, 17 pixel values corresponding to the same anatomical position were recorded from monochromatic X-ray and material basis pairs images as in phantom study. The features used for ANN and SVM models were scaled to have a mean of 0 and standard deviation of 1. Scaling of the features was not necessary for the RF model since the RF algorithm is scale invariant. Each of the voxels were classified as either being fibrous or lipid based on the trained SVM, ANN and RF models on phantom data.

3. **Results**

3.1. **Phantom Study and Training**

Cross validation was used to assess the prediction accuracy of the models on phantom data. Average error rates over the 10 replicates of 10-fold cross validation are summarized
in Table 2 for each model. Class predictions were also determined by majority voting approach. The feature importance measure from the RF model showed that pixel values from monochromatic X-ray images in the range of 50 to 110keV and Calcium(Iodine) image composed 80% of the predictive power.

<table>
<thead>
<tr>
<th></th>
<th>ANN</th>
<th>SVM</th>
<th>RF</th>
<th>Majority</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fibrous Class Error</td>
<td>6.10%</td>
<td>3.50%</td>
<td>5.08%</td>
<td>3.61%</td>
</tr>
<tr>
<td>Lipid Class Error</td>
<td>8.94%</td>
<td>8.52%</td>
<td>6.47%</td>
<td>7.25%</td>
</tr>
<tr>
<td>Total Error</td>
<td>7.36%</td>
<td>5.74%</td>
<td>5.70%</td>
<td>5.23%</td>
</tr>
</tbody>
</table>

**TABLE 2.** Average error rates over the 10 replicates of 10-fold cross validation for phantom data classification.

### 3.2. Patient Study and Testing

The three patients’ data used for testing had six soft plaques generating a total of 281 voxels. Each of the voxels were classified as either being lipid or fibrous based on the ANN, RF and SVM models trained on the phantom data. The number of the pixels classified as either being fibrous or lipid on each image by the three classifiers and using majority voting approach can be found in Table 3.

<table>
<thead>
<tr>
<th></th>
<th>ANN</th>
<th>SVM</th>
<th>RF</th>
<th>Majority</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patient 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fibrous</td>
<td>36</td>
<td>39</td>
<td>73</td>
<td>45</td>
</tr>
<tr>
<td>Lipid</td>
<td>109</td>
<td>106</td>
<td>72</td>
<td>100</td>
</tr>
<tr>
<td><strong>Patient 2 / IM 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fibrous</td>
<td>30</td>
<td>39</td>
<td>64</td>
<td>45</td>
</tr>
<tr>
<td>Lipid</td>
<td>46</td>
<td>37</td>
<td>12</td>
<td>31</td>
</tr>
<tr>
<td><strong>Patient 2 / IM 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fibrous</td>
<td>14</td>
<td>18</td>
<td>27</td>
<td>19</td>
</tr>
<tr>
<td>Lipid</td>
<td>26</td>
<td>22</td>
<td>13</td>
<td>21</td>
</tr>
<tr>
<td><strong>Patient 3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fibrous</td>
<td>7</td>
<td>9</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>Lipid</td>
<td>13</td>
<td>11</td>
<td>9</td>
<td>10</td>
</tr>
</tbody>
</table>

**TABLE 3.** Classified pixel numbers as either being fibrous or lipid on each patient image by each method. Note that there were two images from patient 2. Total number of classified pixels was 281.
The monochromatic 70keV axial image zoomed in on the LAD of one of the patients and class predictions of the segmented voxels are shown in Figure 25 for illustrative purposes. The blue color indicates the voxels predicted as fibrous and the red color indicates the voxels predicted as lipid. The class predictions of the majority voting approach are illustrated in the bottom right of Figure 25. In Figure 26, pixel values of predicted fibrous and lipid voxels by three classifiers and majority voting approach on material basis pairs images (Calcium/Iodine) combined with phantom fibrous and lipid plaque data are shown. The boxplots produced using 11 monochromatic X-ray image (40keV-140keV) CT values of fibrous and lipid class predictions by ANN, SVM, RF and majority voting approach are shown in Figures 27 and 28. On each box, central line shows the median, the edges of the box are the 25th and 75th percentiles, whiskers show the most extreme data points which are not considered as outliers, and the outliers are plotted individually.

4. Discussion

4.1. Our Findings

The purpose of this study was to determine whether supervised learning approaches can characterize non-calcified atherosclerotic plaque components using pixel values from DECT monochromatic X-ray (40keV-140keV) and material basis pairs images (Water/Iodine, Calcium/Water, Calcium/Iodine) as features since single pixel value might not be informative enough to separate fibrous from lipid. The selected supervised learning approaches were ANN, SVM and RF. Supervised learners were trained on pixel values recorded from fabricated phantom fibrous and lipid plaque images. Recorded phantom plaque pixel values from different image types also showed that single threshold pixel value ($HU$ or $mg^3$) can not be determined to separate fibrous from lipid, see Figure 24. Super-
vised learning considers the interaction of the pixel values which might be important for precise classification of lipid and fibrous.

Cross validation was used to assess the prediction accuracy of the models on phantom data. Average error rates over the 10 replicates of 10-fold cross validation were found to be 7.36%, 5.74%, 5.70% and 5.23% for ANN, SVM, RF and majority voting approach respectively. The classification accuracies of the three classifiers on phantom data were not significantly different from each other. The RF and SVM provided the best classification results for lipid and fibrous class respectively, see Table 2.

The models trained on phantom plaque data were tested on four images obtained from three patients, who had one or two soft plaques identified by an expert before. Manually segmented soft plaques on patients’ images produced 281 voxels which were classified as either being fibrous or lipid. The pixel values of classified voxels recorded from monochromatic X-ray images were used to produce the boxplots, see Figures 27 and 28. Although the distribution of measured fibrous and pixel values showed substantial overlap on images reconstructed at single keV, the mean pixel values of fibrous voxels decreased from low keV to mid keV whereas the mean pixel values of lipid voxels did not show significant difference. Feature importance measure from RF model trained on phantom data confirms this since it revealed that image data at high keV were less predictive compared to mid and low keV. The pixel values of patient and phantom data recorded from Calcium/Iodine basis pairs images were plotted in Figure 26 for illustrative purposes. Using pixel values from two image types helps to create a boundary to separate fibrous from lipid.
4.2. Comparison with Previous Studies

Our results were compared with previous studies in terms of the CT density ranges for fibrous and lipid plaques. In 2001, Schroeder et al. performed a study where accuracy in detection of atherosclerotic coronary plaques with MSCT was evaluated by comparing it with the findings of intracoronary ultrasound (ICUS). Reported CT densities was 14±26 HU (-42 to + 47 HU) and 91±21 HU (61 to 112 HU) for soft and intermediate plaques respectively [22]. In 2004, again Schroeder et al. performed a study where reliability of differentiating coronary plaque morphology using contrast-enhanced MSCT was evaluated by comparing it with the histopathological findings. Mean CT densities were reported as 42±22 HU for lipid-rich plaques and 70±21 HU for intermediate plaques [20]. In 2007, Pohle et al. performed a study where CT attenuation of non-calcified plaques by MDCT was investigated in comparison to IVUS. The mean CT attenuation corresponding to lipid-rich plaque and fibrous plaques were reported as 58±43 HU (-39 to +167 HU) and 121±43 HU (60 to 201 HU) respectively [25]. In 2009, Brodoefel et al. performed a study where accuracy of dual-source CT in the characterization of non-calcified plaque was compared with virtual histology intravascular. Pre-defined cut-off CT values were used to measure the plaque volumes. The HU value settings were -150 to 60 HU for lipid plaque and 61 to 149 HU for fibrous plaque. It has been reported that HU based analysis performed an accurate quantification of non-calcified plaque [30]. The effective energy of the standard conventional 120kVp CT imaging has been reported to be about 67keV [97]. In our study, the CT density range for fibrous and lipid plaque was found to be from 29 to 386 HU with a mean of 194 HU and -165 to 267 HU with a mean of -5 HU on monochromatic 70keV patient image data respectively based on majority voting approach. The upper bound of the
HU range was found to be larger than reported HU values for fibrous plaque. The potential reasons may be:

- the manual selection of an internal border between the plaque area and the contrast enhanced vessel lumen. Due to similar attenuation values, contrast enhanced lumen may have been classified as fibrous plaque.

- the influence of near presence of calcification through beam hardening and partial volume effects.

- the different contrast flow rates and iodine concentration. An earlier study has shown that luminal density affects the absolute HU of fibrous plaques [24].

The highest CT value of pixels that were predicted as lipid was 267 HU. The highest CT value coming after 267 HU was 180 HU which correlates with previously reported upper bound of CT density range of lipid plaque. In addition, the lower bound of the HU range was found to be smaller for lipid plaque than some of the reported findings. The potential reason may be the manual segmentation of outer border. This may have caused epicardial fat to be classified as lipid plaque due to similar attenuation values. Attenuation of body fat has been reported to be in the range of -250 to -50 HU [118]. Due to contrast enhanced examinations, attenuation of lipid plaque is increased in coronary arteries.

### 4.3. Limitations

The limitation of this study is that there was no histopathological findings of the patient plaques. Although the findings were within comparable ranges with the previously published data on density measurements, predicted class of plaques need to be confirmed with histopathological findings. The small number of observations is the other limitation.
of this study. Investigation with additional patient population may yield different mean CT densities. Reproducibility of the results needs confirmation in further studies.

5. Conclusion

Overlap between CT attenuations measured in lipid and fibrous plaques shows that the mean density or HU range might not be an appropriate measure to characterize plaque composition. Therefore, supervised learning approaches were explored as a more advanced mathematical analysis to use additional information provided by DECT. Pixel values from 11 monochromatic X-ray images and 6 material basis pairs images were provided as features to supervised learning algorithms. This way, the interaction of the pixel values from different image types was taken into consideration. The results demonstrated that trained models on phantom fibrous and lipid data separated lipid from fibrous plaques. The mean CT densities of predicted lipid and fibrous plaques are within comparable ranges with the previously published studies. The clinical relevance of this study requires further investigation in larger patient populations with histopathological findings.
Figure 25. A: Monochromatic 70keV image with iodine contrast administered. LAD is located. B: Enlarged image of LAD. C, D, E, F: Voxels marked with red are predicted as lipid and voxels marked with blue are predicted as fibrous. C, D, E: Classification methods are ANN, RF and SVM respectively. F: Class predictions were determined using majority voting approach that combined three classifier predictions.
Figure 26. The plots show the predicted fibrous and lipid voxel pixel values on Calcium/Iodine basis pairs images combined with phantom lipid and fibrous plaque data. (y-axis shows the recorded pixel values on Calcium(Iodine) images whereas x-axis shows the recorded pixel values on Iodine(Calcium) images.)
Figure 27. The left column illustrates the boxplots of 11 monochromatic image CT values of predicted fibrous voxels. The right column illustrates the boxplots of 11 monochromatic image CT values of predicted lipid voxels. Classification algorithms are ANN, SVM and RF respectively from top to bottom.
Figure 28. The left figure illustrates the boxplots of 11 monochromatic image CT values of predicted fibrous voxels by majority voting approach. The right figure illustrates the boxplots of 11 monochromatic image CT values of predicted lipid voxels by majority voting approach.
CHAPTER 6

CORONARY ATHEROSCLEROTIC PLAQUE CLASSIFICATION BY DUAL ENERGY COMPUTED TOMOGRAPHY

1. Introduction

Coronary artery disease (CAD) remains the leading cause of death globally [1, 2]. Composition of plaque that builds up on the inside of the coronary artery wall plays an important role in the acute clinical events. Early detection and characterization of coronary artery plaques through non-invasive imaging techniques would allow a better risk stratification of the disease and follow-up of patients at risk.

The potential of computed tomography (CT) has made CT a promising non-invasive modality for coronary artery disease assessment. It has been shown that contrast enhanced CT imaging allows the visualization of coronary arteries with a reliable assessment of coronary artery stenosis [10, 11]. The detection of large calcium deposits in coronary arteries is possible due to a larger prevalence of multislice CT (MSCT) and its high correlation with electron beam CT (EBCT) for detection and quantification of coronary calcification [12–16]. The recently developed technology of MSCT has the potential to identify and characterize the non-calcified coronary atherosclerotic plaques [17–27]. Considering that radiologists examine hundreds of images every day, automatic analysis of images from medical imaging modalities is highly desirable in order to increase the productivity of radiologists. In medical image analysis, texture information is important for capturing the content. Gray-level information present in the images is used to capture the content of CT images however characterization of non-calcified plaques and separation of contrast enhanced lumen from calcified plaques are not possible with gray-level information alone due to their overlapping CT density ranges. Textural features are used in medical image clas-
sification and are expected to be homogenous and consistent across multiple slices for the same tissue [119, 120].

The purpose of this study is to achieve automatic classification of coronary artery plaques as lipid, fibrous and calcium on contrast enhanced 70keV monochromatic X-ray images obtained by fast-switched DECT. DECT derived monochromatic X-ray images suffer far less from the blooming artifact. The reason for choosing 70keV monochromatic image was due to the feature importance measure from the random forest model trained to classify fibrous and lipid in Chapter 5. The pixel values from 70keV monochromatic X-ray images had the largest predictive power. This study proposes features extraction and selection strategies for a classification of calcium, fibrous, lipid plaques or contrast enhanced lumen. The features extracted to be used by learning algorithms included pixel and region based features. Pixel based features were the pixel values and four moments (mean, variance, skewness and kurtosis) and entropy evaluated at different neighborhood sizes. Region based features were the texture characteristics derived from co-occurrence matrices. Co-occurrence matrices with three different gray-levels for eight angular directions were calculated for each pixel within different sized neighborhoods centered on that pixel. High dimension of features was reduced by feature selection preprocessing step. The feature importance measures from the random forest (RF) model were used to illustrate the predictive power of 597 features. Nine features out of 597 features composed 80% of the predictive power and were used by learning algorithms. Support vector machines, artificial neural networks and random forests were considered as the learning algorithms because of their known success in classification [102]. Training data was obtained from previously classified patient images in Chapter 5. Prediction accuracy of the three models was assessed.
by cross validation applied on the training data and by testing on other patient images of which plaque locations were previously marked.

2. Materials and Methods

The proposed system consisted of three stages: 1) Vessel segmentation; 2) Feature extraction; and 2) Classification. Figure 29 illustrates the overview of the proposed system. First, region of interests were segmented manually. Second, pixel and region based features were extracted from the manually segmented region. While working with the training data, feature extraction stage also involved the selection of important features. Finally, three supervised learning approaches were utilized in order to classify each pixel.

![Proposed CAD system for coronary plaque classification](image)

**Figure 29.** Proposed CAD system for coronary plaque classification

The classified patient data in Chapter 5 was used for training in this study. In addition to previously classified 127 pixels as either being fibrous (54) or lipid (73) on the patient data, 56 pixels of calcium and 53 pixels of contrast mixed lumen were added to the training data.
2.1. Images Acquisition

The patients, who were enrolled in a fully HIPAA and IRB compliant protocol, were scanned by fast switched DECT with prospective ECG triggering using 80kVp/140kVp, 715mA, 64x0.625 mm detector configuration, 0.35 rotation, and a pitch of 1. Axial images were constructed at 75% of the R-to-R interval using a FOV of 25cm and 'standard' kernel with image thickness and increment of 2.5mm. While one of the patients received Visipaque 320 at 4 cm³/sec, the other two received Omnipaque 350 at 5 cm³/sec. Data was transferred to a GE AW workstation with GSI computational tools for providing monochromatic X-ray (70keV) images. In order to identify the region of interest (ROI) on cardiac images, the coronary arteries were segmented manually by using MatLab computing software (The MathWorks, Natick).

2.2. Feature Extraction

For each ROI, pixel based and region based features were extracted comprising 597 dimensional feature vector. Before extracting the features, intensity of the cardiac images were mapped into 256 gray levels (0-255).

2.2.1. Pixel based feature extraction. Pixel based features included the pixel values and four moments (mean, variance, skewness and kurtosis) and entropy evaluated at different neighborhood sizes. In order to find the optimal neighborhood size, four moments and entropy were calculated at 3, 5, 7 and 9 neighborhood sizes.

2.2.2. Region based feature extraction. The texture characteristics were derived from eight texture features calculated from co-occurrence matrices of the ROI [121]. The idea of co-occurrence matrix is to keep the track of all the pixel-pair counts. By counting all
pixel pairs separated by displacement vector, \(d\) with gray level intensities \(i\) and \(j\) along an angular direction, \(\theta\), co-occurrence matrix was created as described in Figure 30. Co-occurrence matrix contains information about how pixel intensities with a certain position in relation to each other occur together.

![Figure 30](image)

**Figure 30.** (a) 5X5 neighborhood around the corresponding pixel with 4 gray levels. (b) Co-occurrence matrix at \(d=1, \theta=0^\circ\)

In this study, co-occurrence matrices were calculated for pixel distance of one and eight angular directions \((0^\circ, 45^\circ, 90^\circ, 135^\circ, 180^\circ, 225^\circ, 270^\circ\) and \(315^\circ\)). The number of distinct gray levels of calculated co-occurrence matrices were 8, 16 and 32. The neighborhood sizes used to calculate the co-occurrence matrix for the corresponding pixel were set to 5, 7 and 9. Once 72 co-occurrence matrices were calculated for each pixel, eight Haralick texture features (energy, contrast, homogeneity, sum average, variance, maximum probability, inverse difference moment, cluster tendency) were calculated by the following equations [121] in which \(P_{ij}\) represented the normalized elements of co-occurrence matrices.
Energy measuring the occurrence of repeated pair within the image was calculated as:

\[ \sum_{i}^{M} \sum_{j}^{N} P_{ij}^2 \]  

(6.1)

Contrast measuring the local contrast within the image was calculated as:

\[ \sum_{i}^{M} \sum_{j}^{N} (i - j)^2 P_{ij} \]  

(6.2)

Homogeneity measuring the local homogeneity within the image was calculated as:

\[ \sum_{i}^{M} \sum_{j}^{N} \frac{P_{ij}}{|i - j|}; i \neq j \]  

(6.3)

Sum average measuring the average of the gray-level within the image was calculated as:

\[ \frac{1}{2} \sum_{i}^{M} \sum_{j}^{N} (iP_{ij} + jP_{ij}) \]  

(6.4)

Variance measuring the gray-level distribution was calculated as:

\[ \frac{1}{2} \sum_{i}^{M} \sum_{j}^{N} ((i - \mu_r)^2 P_{ij} + (j - \mu_c)^2 P_{ij}) \]  

(6.5)

Maximum probability determining the maximum frequency in which all pixel pairs within the image was calculated as:

\[ \text{Max}_{i,j} P_{ij}^{M,N} \]  

(6.6)

Inverse difference moment measuring the smoothness of the image was calculated as:

\[ \sum_{i}^{M} \sum_{j}^{N} \frac{P_{ij}}{1 + (i - j)^2} \]  

(6.7)

Cluster tendency measuring the grouping of pixels that have similar gray-level values was calculated as:

\[ \sum_{i}^{M} \sum_{j}^{N} (i - \mu_r + j - \mu_c)^2 P_{ij} \]  

(6.8)
where \( \mu_r \) and \( \mu_c \) were the means of row and column defined as:

\[
\mu_r = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} iP_{ij}, \quad \mu_c = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} jP_{ij}
\]  

(6.9)

### 2.3. Feature Selection

In this study high dimension of features that might have potential information were extracted. Feature selection which is a preprocessing step to machine learning was applied to remove irrelevant features and to increase learning accuracy [122]. The feature importance measures from the RF model were used to illustrate the predictive power of 597 features. Nine features out of 597 features composed 80% of the predictive power. These features are shown in Table 4 respectively. Pixel values had the largest predictive power.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Neighborhood size</th>
<th>Gray level</th>
<th>Angular direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Pixel value</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>2 Mean</td>
<td>3</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>3 Mean</td>
<td>5</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>4 Mean</td>
<td>7</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>5 Sum average</td>
<td>7</td>
<td>8</td>
<td>315°</td>
</tr>
<tr>
<td>6 Sum average</td>
<td>7</td>
<td>32</td>
<td>135°</td>
</tr>
<tr>
<td>7 Energy</td>
<td>9</td>
<td>32</td>
<td>0°</td>
</tr>
<tr>
<td>8 Energy</td>
<td>9</td>
<td>32</td>
<td>180°</td>
</tr>
<tr>
<td>9 Sum average</td>
<td>9</td>
<td>32</td>
<td>135°</td>
</tr>
</tbody>
</table>

**TABLE 4.** Selected features based on importance measures from RF model respectively. N/A: Not applicable

### 2.4. Parameters Settings For Selected Algorithms

The classification algorithms and the performance evaluation performed in Chapter 5 were followed in this study. Selected nine features by importance measures from the RF model were used to train classifiers. MatLab computing software (The MathWorks, Natick) was used for back-propagation ANN training with the Levenberg-Marquardt algorithm; RF
classification was performed using random forest package [117] in R software; and support vector classifier by Weka [123] was used for SVM classification. The parameters settings for each algorithm providing the minimum 10-fold cross validation error rates are shown in Table 5.

<table>
<thead>
<tr>
<th>ANN</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of hidden layer</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Size of output layer</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Transfer function for hidden layer</td>
<td>Sigmoid function</td>
<td></td>
</tr>
<tr>
<td>Transfer function for output layer</td>
<td>Linear function</td>
<td></td>
</tr>
<tr>
<td>Performance function</td>
<td>Mean sum of squares of the errors</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SVM</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Kernel function</td>
<td>RBF</td>
<td></td>
</tr>
<tr>
<td>Gamma</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Cost parameter</td>
<td>10</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RF</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of trees</td>
<td>1000</td>
<td></td>
</tr>
<tr>
<td>Number of features selected at each split</td>
<td>24</td>
<td></td>
</tr>
</tbody>
</table>

**Table 5.** Parameters settings for each classification algorithm providing the minimum 10-fold cross validation error rate

3. Results

Cross validation was used to assess the prediction accuracy of the three models on the training data. Assessment of agreement between predictions and actual classes over 10 replicates of 10-fold cross validation are shown in the classification table, see Table 6. Error rates were found to be 0.13%, 1.9% and 1.8% of the total respectively for RF, SVM and ANN trained models.

The three models trained on 236 pixels collected from the patient data were tested on the data collected from three patients. Testing was performed on five images that had calcium and soft (non-calcified) plaques which were marked previously by an expert. ROIs on patient images covered the left main artery (LM), LM bifurcation and LAD. The pixels
The classification table describing the agreement between the actual and the predicted classes of the pixels based on RF, SVM and ANN trained models on patient data. The sum of rows equal to the recorded lipid, fibrous, calcium plaque or contrast enhanced lumen pixels whereas the sum of columns equal to the predicted classes. Incorrectly classified pixels are 0.13%, 1.9% and 1.8% of the total respectively for RF, SVM and ANN trained models.

<table>
<thead>
<tr>
<th></th>
<th>Fibrous</th>
<th>Lipid</th>
<th>Calcium</th>
<th>Contrast</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fibrous</td>
<td>53.8</td>
<td>0.2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Lipid</td>
<td>0.1</td>
<td>72.9</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Calcium</td>
<td>0</td>
<td>0</td>
<td>56</td>
<td>0</td>
</tr>
<tr>
<td>Contrast</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>53</td>
</tr>
<tr>
<td>SVM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fibrous</td>
<td>51</td>
<td>2.8</td>
<td>0</td>
<td>0.2</td>
</tr>
<tr>
<td>Lipid</td>
<td>1.3</td>
<td>71.7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Calcium</td>
<td>0</td>
<td>0</td>
<td>56</td>
<td>0</td>
</tr>
<tr>
<td>Contrast</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
<td>52.9</td>
</tr>
<tr>
<td>ANN</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fibrous</td>
<td>51.9</td>
<td>2.1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Lipid</td>
<td>2</td>
<td>71</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Calcium</td>
<td>0</td>
<td>0</td>
<td>56</td>
<td>0</td>
</tr>
<tr>
<td>Contrast</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
<td>52.9</td>
</tr>
</tbody>
</table>

TABLE 6. The classification table describing the agreement between the actual and the predicted classes of the pixels based on RF, SVM and ANN trained models on patient data. The sum of rows equal to the recorded lipid, fibrous, calcium plaque or contrast enhanced lumen pixels whereas the sum of columns equal to the predicted classes. Incorrectly classified pixels are 0.13%, 1.9% and 1.8% of the total respectively for RF, SVM and ANN trained models.

found in manually segmented ROIs were classified as either being calcium, fibrous, lipid plaque or contrast enhanced lumen. The monochromatic 70keV patient axial images with their zoomed in on ROIs are illustrated in Figures presented in Appendix A. The total number of pixels classified on each image are presented in Table 7. Table 7 also presents the number of pixels for which there was agreement between the predicted classes by the three classifiers.

The class predictions for which there was agreement between the three classifiers were used to show the detected plaques on images. The Figures 31 - 35 illustrates the ROIs on which the plaques are marked based on expert opinion. The plaques marked with a green circle were predicted as calcium and the plaques marked with a yellow circle were predicted
TABLE 7. First row displays the total number of pixels classified on each image. Second, third, fourth and fifth row display the number of agreement between the predicted classes of the pixels based on the three and the two trained models for each image. Last row displays the number of pixels for which there is no agreement between the predicted classes by three classifiers. P=Patient, IM=Image, the numbers coming after P and IM represent the patient and image ID.

<table>
<thead>
<tr>
<th></th>
<th>P1</th>
<th>P2 / IM1</th>
<th>P2 / IM2</th>
<th>P3 / IM1</th>
<th>P3 / IM2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total # of pixels classified</td>
<td>1180</td>
<td>1158</td>
<td>684</td>
<td>1098</td>
<td>991</td>
</tr>
<tr>
<td>All agreed</td>
<td>960</td>
<td>775</td>
<td>446</td>
<td>1087</td>
<td>965</td>
</tr>
<tr>
<td>RF and SVM agreed</td>
<td>1050</td>
<td>866</td>
<td>547</td>
<td>983</td>
<td>779</td>
</tr>
<tr>
<td>RF and ANN agreed</td>
<td>1028</td>
<td>874</td>
<td>466</td>
<td>893</td>
<td>751</td>
</tr>
<tr>
<td>SVM and ANN agreed</td>
<td>1006</td>
<td>873</td>
<td>540</td>
<td>873</td>
<td>709</td>
</tr>
<tr>
<td>Non agreed</td>
<td>16</td>
<td>95</td>
<td>3</td>
<td>11</td>
<td>26</td>
</tr>
</tbody>
</table>

as soft plaques (fibrous or lipid) by the expert. Figures 31 - 35 also illustrates the agreed class predictions by the three classifiers. The red color indicates the pixels predicted as lipid, the blue color indicates the pixels predicted as fibrous and the green color indicates the pixels predicted as calcium. The pixels predicted as contrast enhanced lumen were left blank.

**Figure 31.** Left: Enlarged LAD image of P1. The plaques marked with a green circle were predicted as calcium and the plaques marked with a yellow circle were predicted as soft plaques (fibrous or lipid) based on expert opinion. Right: Illustration of agreed class predictions by the three classifiers on enlarged LAD image of P1. The red color indicates the pixels predicted as lipid, the blue color indicates the pixels predicted as fibrous and the green color indicates the pixels predicted as calcium. The pixels predicted as contrast enhanced lumen were left blank. P=Patient, the numbers coming after P represent the patient ID.
Figure 32. Left: Enlarged LAD image of P2 / IM1. The plaques marked with a green circle were predicted as calcium and the plaques marked with a yellow circle were predicted as soft plaques (fibrous or lipid) based on expert opinion. Right: Illustration of agreed class predictions by the three classifiers on enlarged LAD image of P2 / IM1. The red color indicates the pixels predicted as lipid, the blue color indicates the pixels predicted as fibrous and the green color indicates the pixels predicted as calcium. The pixels predicted as contrast enhanced lumen were left blank. P=Patient, IM=Image, the numbers coming after P and IM represent the patient and image ID.

Figure 33. Left: Enlarged LAD image of P2 / IM2. The plaques marked with a green circle were predicted as calcium and the plaques marked with a yellow circle were predicted as soft plaques (fibrous or lipid) based on expert opinion. Right: Illustration of agreed class predictions by the three classifiers on enlarged LAD image of P2 / IM2. The red color indicates the pixels predicted as lipid, the blue color indicates the pixels predicted as fibrous and the green color indicates the pixels predicted as calcium. The pixels predicted as contrast enhanced lumen were left blank. P=Patient, IM=Image, the numbers coming after P and IM represent the patient and image ID.

Classified five images obtained from three patients produced 4233 pixels which were classified as either being calcium, fibrous, lipid plaque or contrast enhanced lumen. Based on agreed class predictions by the three classification algorithms 1092 of them were classified as calcium; 1186 of them were classified as contrast enhanced lumen; 1298 of them...
Figure 34. Left: Enlarged LAD image of P3 / IM1. The plaques marked with a green circle were predicted as calcium and the plaques marked with a yellow circle were predicted as soft plaques (fibrous or lipid) based on expert opinion. Right: Illustration of agreed class predictions by the three classifiers on enlarged LAD image of P3 / IM1. The red color indicates the pixels predicted as lipid, the blue color indicates the pixels predicted as fibrous and the green color indicates the pixels predicted as calcium. The pixels predicted as contrast enhanced lumen were left blank. P=Patient, IM=Image, the numbers coming after P and IM represent the patient and image ID.

Figure 35. Left: Enlarged LAD image of P3 / IM2. The plaques marked with a green circle were predicted as calcium and the plaques marked with a yellow circle were predicted as soft plaques (fibrous or lipid) based on expert opinion. Right: Illustration of agreed class predictions by the three classifiers on enlarged LAD image of P3 / IM2. The red color indicates the pixels predicted as lipid, the blue color indicates the pixels predicted as fibrous and the green color indicates the pixels predicted as calcium. The pixels predicted as contrast enhanced lumen were left blank. P=Patient, IM=Image, the numbers coming after P and IM represent the patient and image ID.

were classified as fibrous; and 657 of them were classified as lipid. The boxplot produced using 70keV monochromatic image pixel values of four classes (calcium, contrast, fibrous and lipid) is shown in Figure 36. On each box, central line shows the median, the edges of the box are the 25th and 75th percentiles, whiskers show the most extreme data points.
which are not considered as outliers, and the outliers are plotted individually. The mean CT density value on 70keV monochromatic image data was found to be 792±275 HU for calcium plaque pixels, 426±171 HU for contrast enhanced lumen pixels, 175±135 HU for fibrous plaque pixels and 9±92 HU for lipid plaque pixels.

![Boxplot of CT density values](image)

**Figure 36.** The boxplots of the predicted calcium, fibrous, lipid plaques and contrast enhanced lumen pixel values on 70keV monochromatic images. On each box, central line shows the median, the edges of the box are the 25th and 75th percentiles, whiskers show the most extreme data points which are not considered as outliers, and the outliers are plotted individually.

### 4. Discussion and Conclusion

Until now, multiple studies have shown significant differences between reported CT density units for lipid-rich, fibrous and calcified plaques. Different CT density unit cut-offs were proposed to characterize plaque composition or to separate contrast enhanced lumen from calcified plaques [22,25,30,31]. Substantial overlap between CT attenuations of tissue components does not make tissue characterization possible based on measurements of their
CT densities alone [25]. Therefore evaluation of composition of coronary artery plaques requires more advanced mathematical analysis of CT attenuation within the plaques.

In this study, supervised learning approaches were proposed for automatic classification of coronary artery plaques. Contrast enhanced 70keV monochromatic X-ray images of coronary arteries obtained by fast-switched DECT were classified as calcium, fibrous, lipid plaque and contrast enhanced lumen. Four moments and entropy evaluated at different neighborhood sizes; and texture characteristics derived from eight texture features calculated from co-occurrence matrices were provided as the input to the RF model. Before extracting the features, intensity of the cardiac images were mapped into 256 gray levels (0-255). High dimension of features was reduced by feature selection using feature importance measures from the RF model. Nine features composing 80% of the predictive power were provided as the input to the ANN, SVM and RF models. The three models were tested on five coronary artery images obtained from three patients. Soft and calcified plaques were marked on images by the expert before testing. Pixels were classified as either being calcium, fibrous, lipid plaque or contrast enhanced plaque based on agreed class predictions by the three methods. Previously marked plaques showed a good agreement with the classification results. The mean CT densities for calcium, fibrous, lipid plaque and contrast enhanced lumen were found to be 792±275 HU, 175±135 HU, 9±92 HU and 426±171 HU respectively. Our findings were compared with a previous study. In 2008, Brodoefel et al. performed a study where volumes of coronary plaques and lumen were obtained through use of pre-set HU cut-offs by contrast enhanced DECT scans. Calibrated HU ranges for fatty or fibrous plaque, lumen and calcification were -10-69, 70-158, 159-
Using these cut-offs good agreement of plaque volume with IVUS was achieved \((r=0.71, r=0.85)\) but correlation of percentage plaque composition was poor [31].

Supervised learning algorithms trained with textural features and CT density values have shown the ability to classify contrast enhanced lumen, calcified and non-calcified plaques. The mean CT densities of predicted plaques and lumen were within comparable ranges with the previously published study however composition of soft plaques needs to be confirmed by histologic findings. The complex morphology of coronary plaques might result in lipid, fibrous and calcified components interlaced within each other, not only side by side. Spatial resolution of CT might not be sufficient to detect such a level complexity. On the other hand, it should be noted that the current study was limited by a small sample size. Investigation with additional patient population may yield different mean CT densities. Clinical relevance of this study requires further investigation with a larger patient population and histological findings.
CHAPTER 7
CONCLUSION AND FUTURE WORK

1. Conclusion

This dissertation proposed feature extraction, feature selection and learning strategies for supervised characterization of coronary atherosclerotic plaques. Overlap between the CT attenuations measured in plaque components and contrast enhanced lumen shows that the mean density or HU range might not be an appropriate measure to characterize plaque composition or separate contrast enhanced lumen from calcified plaques. Therefore, supervised learning approaches were explored as a more advanced mathematical analysis for a more precise classification of plaque components. Additional attenuation data provided by DECT and textural features extracted from monochromatic images were investigated as the inputs to the selected supervised learning approaches.

In my first study, I demonstrated one method for calcium quantification in contrast-enhanced examinations of the coronary arteries. Agatston score and Volume score are both used clinically in the assessment of risk in terms of calcification. They are currently obtained using 120kVp CT acquisitions without iodine contrast. Agatston scores from non-contrast conventional and contrast-enhanced conventional scans did not demonstrate sufficient correlation for calcium quantification on CT coronary angiograms, likely due to the poor separation of calcium and iodine. The purpose of this study was to evaluate a direct measure of calcium burden by using DECT during contrast enhanced coronary imaging, potentially eliminating the need for an extra non-contrast x-ray acquisition. I proposed a measure of calcium plaque burden that is comparable to true non-contrast CAC scoring using DECT material basis pair images. I selected calcium and iodine as basis materials to allow for the creation of ‘virtual’ non-contrast calcium images in which calcium content is preserved in the image. The method required determination of a threshold CT number to de-
tect the calcium carrying potential risk for adverse coronary events on virtual non-contrast images. Two approaches were investigated to determine the 130 HU threshold (minimum Agatston threshold) for DECT scoring. An in-vitro anthropomorphic phantom with 29 excised patient calcium plaques inserted was used for both a linear and a logistic regression analysis. An IRB approved in-vivo prospective study of six patients was also performed to be used for logistic regression analysis. The threshold found by logistic regression model to define the calcium burden on virtual non-contrast images detected the calcium carrying potential risk for adverse coronary events correctly. DECT calcium mass and volume scores obtained by using the determined threshold correlated with both conventional Agatston and volume scores.

My second study explored the use of additional attenuation data provided by DECT for plaque characterization. I proposed to provide pixel values recorded from DECT monochromatic X-ray and material basis pairs images as features for supervised learners, for a more precise classification of fibrous and lipid coronary plaques. Rupture of unstable atherosclerotic coronary plaque is known to be the cause of acute coronary syndrome. Vulnerability of atherosclerotic plaque has been related to a large lipid core covered by a fibrous cap. Non-invasive assessment of plaque characterization is necessary due to prognostic importance of early stage identification. In this study, the interaction of the pixel values from different image types was taken into consideration, as single pixel value might not be informative enough to separate fibrous from lipid. Organic phantom plaques scanned in a fabricated beating heart phantom were used as ground truth to train the three learners which were selected as ANN, SVM and RF. The results demonstrated that trained supervised learners on additional CT data provided by DECT were able to separate lipid from fibrous plaques. The
models trained on phantom plaque data were tested on patient images which had one or two soft plaques identified by an expert before. The mean CT densities of predicted lipid and fibrous plaques on patient data were within comparable ranges with the previously published studies.

The purpose of my third study was to achieve automatic segmentation of coronary arteries as lipid, fibrous, calcium plaque or contrast enhanced lumen on 70keV monochromatic X-ray images obtained by DECT. Until now, proposed CT density unit cut-offs were not sufficient enough to characterize plaque composition or to separate contrast enhanced lumen from calcified plaques. This study proposed feature extraction and selection strategies for automatic classification of coronary artery plaques. Four moments and entropy evaluated at different neighborhood sizes; and texture characteristics derived from eight texture features calculated from co-occurrence matrices were provided as the input to the RF model. Before extracting the features, intensity of the cardiac images were mapped into 256 gray levels (0-255). High dimension of features (597 features) was reduced by feature selection using feature importance measures from the RF model. Nine features composing 80% of the predictive power were provided as the input to the ANN, SVM and RF models. Training data was obtained from classified patient images in our previous study. Prediction accuracy of the three models was assessed by cross validation applied on the training data and by testing on other patient images of which plaque locations were previously marked. Supervised learning algorithms trained with textural features and CT density values have shown the ability to classify contrast enhanced lumen, calcified and non-calcified plaques. The mean CT densities of predicted plaques and contrast enhanced lumen were within comparable ranges with the previously published studies.
Accurate detection of coronary atherosclerotic plaque composition by CT remains difficult but the results showed that training supervised learners with properly selected features provides promising results for automatic characterization of coronary atherosclerotic plaques. Although mean CT densities of predicted composition of the plaques were within comparable ranges with the previously published studies, confirmation of soft plaque composition requires histopathologic findings which were not available to me during this study. Further refinements regarding reproducibility and ability to predict future coronary events are also required. Although I presented approaches that are effective for non-invasive characterization of coronary atherosclerotic plaques, there is potential to improve proposed approaches which is further discussed in next session.

2. Future Work

The approach presented in Chapters 5 used organic phantom plaques fabricated from LDPE and HDPE scanned by DECT as the ground truth to train the models. These plaques were fabricated based on the density values of lipid-rich and fibrous plaques. Proposed approach may be improved by considering postmortem tissue samples present in arterial plaques collected at autopsy to train the models. Furthermore, the upper bound of the HU range was found to be larger than the reported HU values for fibrous plaque. The potential reason may be the manual selection of the internal border between the plaque and the contrast enhanced lumen. Classification of contrast enhanced lumen as fibrous plaque might have increased the upper bound of the HU range. Including pixel values of contrast enhanced lumen to the training model and defining a third class may provide clear separation of lumen from fibrous plaques.
Our approach presented in Chapter 6 performed segmentation of outer borders of vessels manually. Manual segmentation of outer border might have caused epicardial fat pixels to be included in classification process and due to similar attenuation values, they might have classified as lipid. Classification of epicardial fat as lipid plaque might have resulted in lower mean CT density values. Automatic segmentation of outer border is possible [124] and it may improve classification of lipid plaque.

Finally, variations in contrast concentration and flow rate have a considerable effect on CT densities [24, 28]. Both approaches proposed Chapters in 5 and 6 may be improved by standardization of contrast administration.
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APPENDIX A

PATIENT IMAGES
Figure 37. The monochromatic 70keV image of P1 with its enlarged image of LAD. P=Patient, the numbers coming after P represents the patient ID.
Figure 38. The monochromatic 70keV image of P2 / IM1 with its enlarged image of LAD. P=Patient, IM=Image, the numbers coming after P and IM represents the patient and image ID.
Figure 39. The monochromatic 70keV image of P2 / IM2 with its enlarged image of LAD. P=Patient, IM=Image, the numbers coming after P and IM represents the patient and image ID.
Figure 40. The monochromatic 70keV image of P3 / IM1 with its enlarged image of LAD. P=Patient, IM=Image, the numbers coming after P and IM represents the patient and image ID.
Figure 41. The monochromatic 70keV image of P3 / IM2 with its enlarged image of LAD. P=Patient, IM=Image, the numbers coming after P and IM represents the patient and image ID.