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Compositional dependence of the bowing parameter for the direct and indirect band gaps in Ge$_{1-x}$Sn$_x$ alloys
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Photoluminescence spectroscopy has been used to determine the direct gap $E_0$ of Ge$_{1-x}$Sn$_x$ alloys over a broad compositional range from pure Ge to Sn concentrations exceeding 10%. A fit of the compositional dependence of $E_0$ using a standard quadratic expression is not fully satisfactory, revealing that the bowing parameter (quadratic coefficient) $b_0$ is compositionally dependent. Excellent agreement with the data is obtained with $b_0(y) = (2.66 \pm 0.09) \text{ eV} - (5.4 \pm 1.1) y \text{ eV}$. A theoretical model of the bowing is presented, which explains the strong compositional dependence of the bowing parameter and suggest a similar behavior for the indirect gap. Combining the model predictions with experimental data for samples with $y \leq 0.06$, it is proposed that the bowing parameter for the indirect gap is $b_{ind}(y) = (1.11 \pm 0.07) \text{ eV} - (0.78 \pm 0.05) y \text{ eV}$. The compositional dependence of the bowing parameters shifts the crossover concentration from indirect to direct gap behavior to $y_c = 0.087$, significantly higher than the value predicted earlier based on strictly quadratic fits. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4897272]

Non-linearities in the compositional dependence of optical transition energies in alloy semiconductors are usually described by a quadratic expression whose proportionality constant is known as the bowing parameter $b$. Deviations from such quadratic dependence are in most cases modest and have only been unambiguously demonstrated in a few alloy systems.\textsuperscript{1,2} A notable exception are nitride semiconductors with AB$_{1-x}$N$_x$ stoichiometries,\textsuperscript{3,4} which display a giant, non-constant bowing parameter as a result of wave function localization.\textsuperscript{5–8} In the case of group-IV alloys, the prototypical Si$_{1-x}$Ge$_x$ system is characterized by very small $b$’s,\textsuperscript{9} but significantly larger bowings have been reported for the analogous Ge$_{1-x}$Sn$_x$ alloy.\textsuperscript{9} This system is therefore more attractive from the point of view of studying possible deviations from the standard quadratic formulas. Such studies are very important from a practical perspective because the bowing parameters $b_0$ and $b_{ind}$ for the lowest direct ($E_0$) and indirect ($E_{ind}$) transitions have a substantial influence on the predicted crossover concentration $y_c$ from indirect- to direct-gap semiconductor. Whereas a linear interpolation between Ge and $x$-Sn suggest $y_c = 0.2$, in agreement with theoretical calculations within the Virtual Crystal Approximation (VCA),\textsuperscript{10–12} experimental results indicate that the crossover occurs at much lower Sn concentrations. For example, extrapolating room temperature photoluminescence (PL) results from samples with $y \leq 0.06$, Jiang \textit{et al.} predict $y_c = 0.073$.\textsuperscript{13} The substantial difference with the VCA result is due to the fact that $b_0 > b_{ind}$. It is therefore apparent that any compositional dependence of these parameters could change the predicted crossover composition in a significant way. Due to the small compositional range probed in Ref. 13, such effects could not be observed. Excellent fits were obtained by assuming $b_0$ and $b_{ind}$ to be constants. In this letter, however, we report PL experiments from samples with a wider range of Sn concentrations exceeding $y = 0.10$. The extended data set shows compelling evidence that $b_0$ is not constant. The implications of this finding for the predicted crossover concentration $y_c$ are discussed in detail.

Thick, luminescent Ge$_{1-x}$Sn$_x$ films were grown on Ge-buffered Si by Ultra-High Vacuum Chemical Vapor Deposition (UHV-CVD) of Ge$_2$H$_6$ and SnD$_4$. Growth details were reported in Refs. 13 and 14. The Sn concentrations were determined from Rutherford Backscattering (RBS) and X-ray diffraction. The agreement between the two techniques is excellent. PL experiments were performed at room temperature in samples excited with 200 mW of 980 nm radiation. The wide compositional range requires the use of three detectors: a liquid-nitrogen cooled InGaAs diode (up to 2300 nm), a thermoelectrically cooled InGaAs device (up to 2500 nm), and a PbS detector (beyond 2500 nm). The system response with the three detectors was calibrated with a tungsten-halogen lamp and the spectral energy accuracy was verified by measuring the emission lines from an argon-arc lamp.

The PL spectrum of Ge$_{1-x}$Sn$_x$ is characterized by a strong peak associated with $E_0$ and a weaker peak assigned to $E_{ind}$. The direct gap $E_0$ corresponds to transitions between the local minimum of the conduction band (CB) and the absolute maximum of the valence band (VB) at the center of the Brillouin zone (BZ). We denote these states as $\Gamma_c$ and $\Gamma_v$, respectively. The indirect gap $E_{ind}$ corresponds to transitions between $\Gamma_c$ and the absolute minimum of the CB at the $L$ point of the BZ. This state is denoted as $L_c$. $E_0$ emission is initially modeled as an exponentially modified Gaussian (EMG), whereas $E_{ind}$ emission is modeled as a Gaussian. In a second step, the EMG is fit with a generalized von Roosbroeck-Shockley expression that accounts for strain and excitonic effects. The main adjustable parameter of this expression is $E_0$. The indirect gap $E_{ind}$ is obtained by subtracting 31 meV from the peak energy of the Gaussian line-shape associated with the indirect emission. A full account of the methodology used to adjust the band gaps is given in

\[ E_{ind} = E_0 - 31 \text{ meV} \]
Ref. 13. At low Sn-concentrations the peaks are well separated, but they approach each other as the Sn concentration is increased and can no longer be distinguished for \( y > 0.06 \). This is illustrated in Fig. 1, which shows spectra from samples in the vicinity of \( y = 0.05 \)—where the indirect gap emission is barely distinguishable as a shoulder on the low-energy side of the stronger \( E_0 \) peak—and spectra for samples with \( y = 0.075/0.080 \) in which only a single peak is observed.

Figure 2 shows the \( E_0 \) and \( E_{\text{ind}} \) energies determined from the above fits, including data points from Ref. 13. The compositional dependence of optical transition energies is usually written as a quadratic expression which in the case of Ge\(_{1-y}\)Sn alloys takes the form \( E_{\text{c}}(y) = E_{\text{c}}^{\text{Ge}}(1-y) + E_{\text{c}}^{\text{Sn}}y - b_{\text{c}}y(1-y) \). At the simplest level of theory, the shift is obtained from a perturbation to the VCA transition energies, and the bowing parameter is given by\(^{15}\)

\[
b_{\text{c}} = -|M(y)|^2[F(E_{\text{c}},y) - F(E_{\text{c}},0)],
\]

where \( M(y) \) is a matrix element arising from the potential difference between the actual alloy and the VCA alloy. The function \( F(E,y) \) is

\[
F(E,y) = \frac{1}{\Omega(y)} \int dE' \frac{\rho_d(E',y)}{E - E'},
\]

where \( \Omega(y) \) is the volume of the unit cell of the virtual crystal and \( \rho_d(E',y) \) is the VCA electronic density of states (DOS) (in states per atom per unit of energy). The symbol \( \varphi \) denotes a principal part integration. \( F(E,y) \) is in general a function of \( y \), so that even under the crude assumption \( |M| = \text{constant} \), the bowing parameter \( b_{\text{c}} \) becomes a function of composition. In previous work on Ge\(_{1-y}\)Sn alloys, however, the number of data points and/or the compositional range explored was too small to detect any possible compositional dependence in the bowing parameters \( b_0 \) and \( b_{\text{ind}} \). In Ref. 13, for example, excellent agreement with experiment was found using constant \( b_0 = 2.46 \pm 0.06 \) eV and \( b_{\text{ind}} = 1.03 \pm 0.11 \) eV. (The end values were taken as \( E_{\text{c}}^{\text{Ge}} = 0.796 \) eV, \( E_{\text{c}}^{\text{Sn}} = -0.413 \) eV, \( E_{\text{c}}^{\text{Ge}} = 0.655 \) eV, and \( E_{\text{c}}^{\text{Sn}} = -0.006 \) eV). Fits with constant bowing parameters for \( y < 0.06 \) are shown as dotted lines in Fig. 2, and it is apparent that in the case of \( E_0 \) such fit systematically underestimates the measured energies at Sn-concentrations beyond \( y = 0.07 \). Fitting the entire compositional range with a constant bowing expression yields \( b_0 = 2.24 \) eV, well beyond the error of \( b_0 \) as determined in Ref. 13. Thus, it appears that a constant bowing model is not accurate enough to explain the compositional dependence of the direct gap.

The simplest phenomenological extension of the constant bowing model is to assume the bowings to be linear functions of composition

\[
b_0(y) = b_0^{(0)} + b_0^{(1)}y, \quad (3a)\\
b_{\text{ind}}(y) = b_{\text{ind}}^{(0)} + b_{\text{ind}}^{(1)}y, \quad (3b)
\]

This assumption is more rigorously justified by the calculations described below. The use of Eq. (3a) implies that the compositional dependence of the band gap energy is given...
by a cubic polynomial, which has been shown to apply in the case of Ga1-xAlAs (Ref. 1) and Ga1-xAlSb (Ref. 2). A cubic fit of the $E_0$ energies gives \( b^{(0)}_0 = 2.66 \pm 0.09 \) eV and \( b^{(1)}_0 = -5.4 \pm 1.1 \) eV and is shown as a solid line in Figure 2. We see that it provides an excellent account of the experimental data. In addition, the expression implies \( E_0(0.14) = 0.40 \) eV, in excellent agreement with the value \( E_0 = 0.41 \) eV reported in Ref. 16 for a sample grown following a similar CVD approach. By contrast, if we use a constant bowing parameter \( b_0 = 2.46 \) eV, as recommended in Ref. 13, the predicted value is \( E_0(0.14) = 0.33 \) eV, which underestimates the experimental value.

The upper panels in Fig. 2 show the residuals from quadratic and cubic fits of the \( E_0 \) energy. It is apparent that the quadratic residuals are larger and have a clear y-dependence. In fact, an F-test comparison of the two models gives \( F = 24.1 \) for the 52 data points in the figure, which corresponds to a probability \( p < 1.5 \times 10^{-5} \) that the improved cubic fit is accidental. It is worth noting in this context that both quadratic and cubic fits were performed by assuming fixed end points. The question then arises as to whether the data could be equally well fit with a quadratic expression in which \( E_0^{\text{Sn}} \) is taken as an adjustable parameter, given the uncertainty of its room temperature value.\(^{13}\) If we perform such a fit, however, we obtain the absurd value \( E_0^{\text{Sn}} = 7 \) eV. Constraining \( E_0^{\text{Sn}} \) to a reasonable range produces inferior quadratic fits, and using cubic expressions in those cases lead to bowing parameters very similar to those quoted above using \( E_0^{\text{Sn}} = -0.413 \) eV.

A critical consequence of the cubic fit is that the indirect to direct crossover composition is shifted to from \( y_c = 0.073 \) to \( y_c = 0.090 \). However, this assumes that \( E_{\text{ind}}(y) \) is still given by a quadratic expression. Unfortunately, a fit of \( E_{\text{ind}}(y) \) using Eq. (3b) with no additional constraints gives unphysical results. This is mainly because the compositional range is too narrow, since \( E_{\text{ind}} \) cannot be clearly identified beyond \( y = 0.06 \). However, we can expect that the same physics that produces the compositional dependence of \( b_0 \) will generate a similar effect for \( b_{\text{ind}} \). The idea is then to combine the elementary theory in Eqs. (1) and (2) with experimental data to generate additional constraints that will make it possible to estimate \( b^{(0)}_{\text{ind}} \) and \( b^{(1)}_{\text{ind}} \).

An important consideration when applying the theory in Eqs. (1) and (2) to Ge1-xSn, alloys is the non-negligible increase in lattice parameter as a function of \( y \). We note in this context that our definition of the function \( F(E,y) \) contains an explicit factor \( \Omega^{-2}(y) \) that does not appear in Ref. 15, where it is absorbed into the matrix element definition. In our case, however, we follow Hall and coworker\(^{17,18}\) to define a matrix element \( M \) from which all possible dependencies on the unit cell volume have been extracted, so that we can extend Stroud's \( |M| \approx \text{constant approximation to virtual crystals with different unit cell sizes. For the DOS, we start from the results of Chelikowsky and Cohen (CC) for Ge and x-Sn.\(^{19}\) The DOS regions near \( \Gamma_v \), \( L_c \), and \( \Gamma_c \), however, are modeled using accurate analytical expressions, which are joined smoothly with the CC DOS. The CB is described as the sum of three parabolic edges, corresponding to the \( L \), \( \Gamma \), and \( \Delta \) minima, with \( k \cdot p \) effective masses from El Kurdi et al.\(^{20}\) To this we added five Gaussians whose amplitudes, energies, and widths were adjusted to match the CC DOS. The alloy DOS in the CB was simulated by linearly interpolating the \( L \), \( \Gamma \), and \( \Delta \) edges, scaling the effective masses using \( k \cdot p \) theory, and interpolating the parameters of the five Gaussians. We use a similar approach for the VB, starting from the analytical results of Rodriguez-Bolivar \textit{et al.}\(^{21}\) for the region near \( \Gamma_c \). An example of the DOS so computed is shown in Fig. 3 for the case of pure Ge (\( y = 0 \)).

The function \( f(E,0) \) corresponding to this DOS is also shown in the figure. We note that, as expected,\(^{15}\) \( F(0,0) > F(E_{\text{ind}},0) \), so that \( b^{(0)}_{\text{ind}} > 0 \). We also find that \( F(0,0) > F(E_0,0) \), which implies \( b^{(0)}_0 > 0 \). Both results, which can be easily understood in terms of level repulsion, are consistent with the experimental data. Proceeding in this fashion we also computed \( F(E,y) \) and we find that for \( y < 0.2 \) it is linear in \( y \) when evaluated at the energy of the \( \Gamma_v \), \( \Gamma_c \), and \( L_c \) states at concentration \( y \). Therefore, we can write

\[
F(E,y) = F(E,0) + \frac{dF(E,y)}{dy} \bigg|_{y=0} y. \tag{4}
\]

Thus, the quantities \( F(E_0,0), F(E_{\text{ind}},0), \) and \( F(0,0) \), when inserted in Eq. (1), give \( b^{(0)}_0 \) and \( b^{(1)}_{\text{ind}} \), whereas if we insert \( dF(E_0,y)/dy, dF(E_{\text{ind}},y)/dy \) and \( dF(0,y)/dy \) we obtain \( b^{(0)}_0 \) and \( b^{(1)}_{\text{ind}} \). The linearity in \( y \) of \( F(E,y) \) provides a more rigorous justification for the use of Eqs. (3a) and (3b). It remains approximately valid beyond \( y = 0.2 \) and up to \( y = 0.66 \), where our DOS model ceases to be valid because \( E_0 \) becomes negative. If we adjust \( |M| \) so that the calculated \( b^{(0)}_0 \) agrees with the experimental value, we obtain \( b^{(0)}_{\text{ind}} = 2.14 \) eV, \( b^{(1)}_0 = -4.4 \) eV, and \( b^{(1)}_{\text{ind}} = -1.5 \) eV.

Our theory predicts all signs in agreement with experiment, but the relative magnitude of the \( E_{\text{ind}} \) and \( E_0 \) bowing would imply a much stronger compositional dependence of \( E_{\text{ind}} \) than observed experimentally. This is most likely a result of the crude constant matrix element approximation.

![FIG. 3. The grey areas show the model electronic density of states for Ge over the energy range around the band gap. The solid line is the function \( F(E,0) \), defined in Eq. (2). The bowing-induced shift of a state of energy \( E \) is proportional to this function. The inset shows the decomposition of the energy shifts induced by the parameters \( b^{(1)}_0 \) and \( b^{(1)}_{\text{ind}} \) into contributions from individual states, displayed as thick grey bars drawn on a schematic band structure. In addition, for each state we show as thin black (white) bars the contribution to the shift from the interaction with the conduction (valence) band. In all cases, the shifts are positive when the bars are drawn upwards from the band structure, negative otherwise.](image-url)
Clearly, matrix elements involving $L_c$ need not be the same as those involving $\Gamma_c$. On the other hand, matrix elements between equivalent states appear in the expressions for $b_0^{(0)}$ and $b_0^{(1)}$. We might then expect the ratio $b_0^{(1)} / b_0^{(0)}$ to be less dependent on matrix elements, and indeed the theoretical value $b_0^{(1)} / b_0^{(0)} = -1.65$ is in good agreement with the experimental result $b_0^{(1)} / b_0^{(0)} = -2 \pm 1$. If we assume the same to be valid for $E_{\text{ind}}$, we can fit the compositional dependence of this transition using Eq. (3b) subject to the constraint $b_0^{(1)} / b_0^{(0)} = -0.7$ that we obtain from our theoretical model. We find $b_0^{(0)} = 1.11 \pm 0.07 \text{ eV}$ and $b_0^{(1)} = -0.78 \pm 0.07 \text{ eV}$. The corresponding curve is shown as a solid line in Fig. 2, and we see that it intercepts the $E_0$ line at $y_c = 0.087$. Thus, the predicted cross-over composition from indirect to direct gap behavior in Ge$_{1-x}$Sn$_x$ alloys is increased by more than 1% relative to earlier work that ignored the compositional dependence of the bowing parameters.

The theoretical value $b_0^{(1)} / b_0^{(0)} = -0.7$, as opposed to $b_0^{(1)} / b_0^{(0)} = -1.65$, implies that the difference between cubic and quadratic fits are more pronounced for $E_0$, as is apparent in Fig. 2. To understand this difference, we write $b_0^{(1)} = \left[ b_{1,\Gamma_c} + b_{1,\Gamma_c} \right] - \left[ b_{1,\Gamma_c} + b_{1,\Gamma_c} \right]$ and $b_0^{(1)} = \left[ b_{1,\Gamma_c} + b_{1,\Gamma_c} \right] - \left[ b_{1,\Gamma_c} + b_{1,\Gamma_c} \right]$, where each of the square brackets corresponds to a state involved in the transition, and the contribution from each state is split into two terms (subscripts $c$ and $v$) corresponding to splitting the DOS in Eq. (2) into VB and CB terms. The inset of Fig. 3 shows the energy shifts associated with these different contributions. The thick grey bars represent the shift of each state, and the thin black and white bars its decomposition into CB and VB contributions, respectively. We notice that both gaps are increasing. This illustrates the fact that $b_0^{(1)}$ and $b_0^{(1)}$ are found to be negative. However, the effect is much larger for $E_0$, and this is mainly associated with the positive shift caused by the interaction of $\Gamma_c$ with the CB (thin black bar), which almost doubles the corresponding $L_c$ shift. This can be traced back to the fact that $\Gamma_c$ is only 55 meV below the $\Delta$, minimum of the $\Delta$-related DOS. By contrast, the separation between $\Delta_c$ and $L_c$ is 200 meV, so that the repulsion is weaker. The $\Delta_c$ state is found at similar energies in Si, Ge, and $z$-Sn, which implies that its compositional dependence is weak. On the other hand, $\Gamma_c$ in the virtual crystal shifts rapidly down as a function of $y$, increasing its separation from $\Delta_c$ and therefore reducing the level repulsion. This is represented by a positive large bar in the inset of Fig. 3, or, equivalently, by a large, negative $b_0^{(1)}$ coefficient. By contrast, in the case of $L_c$, the level repulsion change is greatly diminished because the initial separation at $y = 0$ is already relatively large, and also because $L_c$ moves down more slowly than $\Gamma_c$, as a function of $y$. Thus, the corresponding black bar is much smaller, which means $b_0^{(1)} < b_0^{(1)}$. Since these derivative-like subtleties in the Ge DOS have a strong impact on the value of $b_0^{(1)}$ and $b_0^{(1)}$, it is not surprising that supercell calculations using different band structure methods make widely different predictions, ranging from $b_0^{(1)} = -5.6 \text{ eV}$ (Ref. 22) to $b_0^{(1)} = -0.9 \text{ eV}$. It is now possible to speculate on the reason why $|b_0^{(0)}| > 2|b_0^{(1)}|$, whereas our theory predicts $|b_0^{(0)}| \sim |b_0^{(1)}|$. It is apparent from Fig. 3 that the separation between $L_c$ and $\Gamma_c$ is too small to obtain a large difference in bowing parameters for $E_0$ and $E_{\text{ind}}$ using constant matrix elements. However, if the coupling with the $\Delta$-DOS is stronger than with other states, it is conceivable that a large difference in bowing parameters might result even for these closely lying states.

In summary, we have presented experimental evidence for the compositional dependence of the bowing parameter for $E_0$ in Ge$_{1-x}$Sn$_x$ alloys. A fit to the experimental data gives (in eV) $b_0(y) = 2.66 - 5.4 y$. We then use a simple theoretical model of the band gap bowing to conclude that the compositional dependence of $b_{\text{ind}}$ should be weaker than the one observed for $b_0$. Using the predictions from this model, we estimate a crossover concentration of $y_c = 0.087$, significantly increased from earlier estimates based on a strictly quadratic compositional dependence of the band gaps. The discontinuous reversal of band curvatures when the direct gap becomes negative makes it unlikely that Eqs. (3a) and (3b) will remain valid over the entire compositional range from pure Ge to pure $z$-Sn. Thus our prediction $b_0(1) = -2.7 \text{ eV}$ could deviate substantially—even in sign—from the bowing parameter for Sn-rich Ge$_{1-x}$Sn$_x$ alloys. In the case of indirect gap, we predict $b_{\text{ind}}(1) = 0.33 \text{ eV}$. This gap has been measured near the Sn-end. Only a few data points are available and the data are noisy, but a fit gives a substantially larger $b_{\text{ind}}(1) = 1.3 \text{ eV}$, confirming the perils of extrapolating our results. Detailed measurements near the Sn-rich end are needed, and the result is likely to be that even cubic polynomials are insufficient to describe the compositional dependence of band gaps in Ge$_{1-x}$Sn$_x$ alloys over the entire compositional range.
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