Abstract. The Tamari lattice $T_n$ was originally defined on bracketings of a set of $n+1$ objects, with a cover relation based on the associativity rule in one direction. Although in several related lattices, the number of maximal chains is known, quoting Knuth, “The enumeration of such paths in Tamari lattices remains mysterious.”

The lengths of maximal chains vary over a great range. In this paper, we focus on the chains with maximum length in these lattices. We establish a bijection between the maximum length chains in the Tamari lattice and the set of standard shifted tableaux of staircase shape. We thus derive an explicit formula for the number of maximum length chains, using the Thrall formula for the number of shifted tableaux. We describe the relationship between chains of maximum length in the Tamari lattice and certain maximal chains in weak Bruhat order on the symmetric group, using standard Young tableaux. Additionally, recently, Bergeron and Préville-Ratelle introduced a generalized Tamari lattice. Some of the results mentioned above carry over to their generalized Tamari lattice.

1. Introduction

The Tamari lattices $\{T_n\}$ have been intensely studied since their introduction by Tamari in [Tam62]. Yet the problem of finding a formula for the number of maximal chains, a classic problem for any family of posets, remains unsolved for these lattices. Here we present what we envision as first steps towards the enumeration of maximal chains. Although our two results are simple, they do not appear to have been noticed before. Our work suggests not only that the original problem is not intractable, but that its solution may have an interpretation in terms of representation theory.

This note is an offshoot of a long-standing project of the first author, with Grojnowski, on the combinatorics of higher dimensional Catalan polynomials. Recently Bergeron and Préville-Ratelle [BP11], also working on higher dimensional Catalan polynomials, generalized the Tamari lattices to $m$-Tamari lattices. The original Tamari lattices are the case $m = 1$. Some of the results in the first part of this note concern the generalized lattice, whereas the results in the second half are for the $m = 1$ case.

The lengths of the maximal chains in the Tamari lattices vary over a great range. The longest chains in $T_n$ have length $\binom{n}{2}$ and the unique shortest has length $n - 1$. Part of our strategy for finding the number of maximal chains is to focus on each length separately. Here, we determine the number of chains in the Tamari lattice $T_n$ of maximum length. We do this using a simple bijection to shifted tableaux, then use Thrall’s formula [Knu73] to count those. We are currently investigating other lengths. Preliminary results, based on numerical evidence, are encouraging.

The Tamari lattice is both a quotient and a sub-lattice of the weak order on the symmetric group [BW97, Rea06]. The study of maximal chains in the weak order on $S_n$ has proven to be extremely fruitful. The Stanley symmetric functions, balanced labelings, and dual equivalence arose from work on the weak order on $S_n$ [Sta84, EG87, Hui92]. It was with this rich history in mind that we began our investigation of the maximal chains in the Tamari lattices. The work of Stanley and Edelman-Greene shows that the chains in weak order have a meaning in representation theory— they index a basis for an irreducible representation of the symmetric group. We hope for a similar interpretation here and the appearance of shifted tableaux supports this. To this end, we begin the study of the relationship between the maximal chains in the weak order and the maximal chains in the Tamari. We seek to understand the interplay between the modified Robinson-Schensted algorithm of [EG87] and the Tamari order, via $c$-sorting.

The outline of this note follows. In Section 2 we review the definition of the Tamari lattice, using the $m$-Tamari generalization in [BP11]. We do not discuss the relationship of this definition to the original
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definition in terms of bracketings [Tam62]. We describe how to assign a tableau to each maximal chain in the lattice in Section 3. It is this correspondence which allows us to enumerate the chains of maximum length. In Section 4 we relate the Edelman-Greene bijection between maximal chains in weak order on the symmetric group and standard Young tableaux of staircase shape [EG87] to our work. We characterize the maximal chains in \( S_n \) which are maximum length chains in \( T_n \) when we view \( T_n \) as an induced subposet of \( S_n \), in order to show that the Edelman-Greene bijection encodes the Tamari order in this case.

2. The Tamari lattice and its covering relation

A partially ordered set, or poset, is a lattice if every pair of elements has a least upper bound, the join, and a greatest lower bound, the meet. We consider the Tamari lattice here; the Tamari lattice of order \( n \) is denoted \( T_n \). See Figure 1 for \( T_3 \).

\( T_n \) has several equivalent definitions. In [Tam62], the vertices are proper bracketings of \( n + 1 \) symbols and the cover relation is given by the associative rule. [Knu73] describes \( T_n \) as a poset of forests on \( n \) nodes, [BW97] gives the definition in terms of the scope sequences of these forests, and [BB09] phrase the definition in terms of Dyck paths. It is this last form of the definition that [BP11] generalizes. We make a very slight change and give their generalized definition in terms of certain partitions, which are better for our purposes.

Definition 2.1. An \((m,n)\)-Dyck partition \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n) \) is an integer sequence such that

1. \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n = 0 \)
2. for each \( i \), we have \( \lambda_i \leq m(n-i) \).

It is well-known ([DM47]) that there are the \( m \)-Catalan number \( \frac{1}{nm+1} \binom{(m+1)n}{n} \) of these partitions. The \((m,n)\)-Dyck partitions are the vertices for the \( m \)-Tamari lattice; the case \( m = 1 \) is the original Tamari lattice.

Definition 2.2 ([BP11]). Let \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n) \) be an \((m,n)\)-Dyck partition. For each \( i \) between 1 and \( n \), there is a unique \( k = k(\lambda,i) \leq i \) such that

1. \( \lambda_j - \lambda_i < m(j-i) \) for \( j = k, \ldots, i-1 \) and
2. either \( k = 1 \) or \( \lambda_{k-1} - \lambda_k \geq m(k+1) \).

Suppose \( \lambda_i > \lambda_{i+1} \) and \( k = k(\lambda,i) \). Set \( \lambda \lessdot \mu \), where \( \mu = (\lambda_1, \ldots, \lambda_{k-1}, \lambda_{k-1}, \ldots, \lambda_i, \lambda_i - 1, \lambda_{i+1}, \ldots, \lambda_n) \). The \( m \)-Tamari lattice \( T_n^{(m)} \) is the set of \((m,n)\)-Dyck partitions, together with the transitive closure of this covering relation \( \lambda \lessdot \mu \).

![Figure 1. The Hasse diagram of the poset \( T_3 \)](image)

[FT67] and also [HT72] showed that \( T_n = T_n^{(1)} \) is a lattice. [BFP11] show that \( T_n^{(m)} \) is a lattice and is in fact isomorphic to a sublattice of \( T_{nm} \). At the top of the lattice is the empty partition and at the bottom is the partition \((n-1)m, \ldots, m)\).

If a poset has an element \( x \) with the property that \( y \leq x \) for all \( y \) in the poset, we denote that element by \( \hat{1} \). Similarly, \( \emptyset \) is the element below all others, if such an element exist. In a poset with \( \emptyset \) and \( \hat{1} \), a maximal chain is a sequence of elements \( \emptyset = x_0 \lessdot x_1 \lessdot \ldots \lessdot x_{N-1} \lessdot x_N = \hat{1} \).
Let \( \lambda = (\lambda_1, \ldots, \lambda_r) \) be an integer partition. Its **Young diagram** is an array of boxes, where there are \( \lambda_i \) boxes in row \( i \). The \((n, m)\)-Tamari partitions are the partitions whose Young diagram fits inside the diagram of \((m(n - 1), m(n - 2), \ldots, m)\). A **tableau of shape** \( \lambda \) is a filling of the Young diagram of \( \lambda \) by positive integers, where the entries strictly increase along rows and weakly along columns. It is a standard **Young tableau** if there are no repeated entries.

### 3. Maximum length chains in \( T_n^{(m)} \) and tableaux

To each maximal chain \( C \) in \( T_n^{(m)} \), we associate a tableau \( \Psi(C) \) of shape \((m(n - 1), m(n - 2), \ldots, m)\).

**Definition 3.1.** Let \( C = \{ \hat{1} = x_r > \cdots > x_1 > x_0 = 0 \} \) be a maximal chain. As the chain is traversed from top to bottom, boxes are added. Fill the boxes added in moving from \( x_j \) to \( x_{j-1} \) with \( r-j+1 \). The resulting tableau is \( \Psi(C) \).

Every maximal chain is assigned a tableau and those of maximum length a standard Young tableau. \( \Psi \) is injective. For the rest of this note, we focus on chains of maximum length.

![Figure 2](image)

**Figure 2.** The tableau on the left corresponds to the chain on the left in Figure 1 and the tableau on the right to the chain on the right. The tableau on the left can be shifted by one, the one on the right cannot be.

**Definition 3.2.** Let \( m \) be a positive integer and \( \lambda = (\lambda_1, \ldots, \lambda_k) \) be a partition such that \( \lambda_i - \lambda_{i+1} \geq m \), for \( i \) from 1 to \( k-1 \). Then the \( m \)-shifted diagram of \( \lambda \) is obtained from the usual diagram of \( \lambda \) by moving the \( i \)th row \( m(i-1) \) boxes to the right, for \( i > 1 \). An \( m \)-shifted tableau of shape \( \lambda \) is a filling of the \( m \)-shifted diagram of \( \lambda \) by positive integers such that the entries strictly increase along rows and weakly along columns. It is standard if no entry is repeated and the entries are from \( \{1, 2, \ldots, |\lambda|\} \).

The case \( m = 1 \) is the usual shifted tableau.

**Theorem 3.3.** The number of chains of maximum length in the \( m \)-Tamari lattice \( T_n^{(m)} \) is equal to the number of standard \( m \)-shifted tableaux of shape \((m(n-1), m(n-2), \ldots, m)\).

**Proof.** \( T_n \) has a chain of length \( \binom{n}{2} \) and this is the maximum length [Mar92]. In \( T_n^{(m)} \), consider the chain whose vertex \( x_i \) is the \((m,n)\)-Tamari partition \( \lambda = (\lambda_1, \ldots, \lambda_n) \), where

\[
\lambda_j = \begin{cases} 
m(n-j) & \text{if } m \binom{n}{2} - i \geq \sum_{h=1}^{j-1} m(n-h) \\
m \binom{n}{2} - i - \sum_{h=1}^{j-1} m(n-h) & \text{otherwise.} 
\end{cases}
\]

This is a chain of length \( m \binom{n}{2} \) and there can be no longer ones.

Let \( N \) denote \( m \binom{n}{2} \). A maximum length chain \( C = \{ \hat{0} = x_0 < x_1 < \ldots < x_{N-1} < x_N = \hat{1} \} \) in \( T_n^{(m)} \) is one where the Young diagram for \( x_j \) has exactly one square more than the Young diagram for \( x_{j+1} \), for \( j \) from 0 to \( N-1 \). This is only possible if \( k(\lambda, i) = i \) in Definition 2.2 whenever \( x_j = (\lambda_1, \ldots, \lambda_n) \) and \( x_{j+1} = (\lambda_1, \ldots, \lambda_{k(\lambda, i)-1}, \lambda_{k(\lambda, i)} - 1, \ldots, \lambda_i - 1, \lambda_{i+1}, \ldots, \lambda_n) \). Thus for each cover in the maximum length chain, when a box is removed from row \( i \) of \( x_j \), we have \( i = 1 \) or \( \lambda_{i-1} - \lambda_i \geq m \). To express this in terms of the entries of the tableau \( \Psi(C) \), let \( b_{g,h} \) denote the entry in row \( g \) and column \( h \). Then the condition \( i = 1 \) or \( \lambda_{i-1} - \lambda_i \geq m \) becomes \( i = 1 \) or \( b_{i,h} > b_{i-1,h+m} \).

This is exactly the property that the entries in a tableau must have, if we are to be able to shift that tableau by \( m \).

Conversely, given such a tableau, the conditions on the entries guarantee that it represents a maximum length chain in \( T_n \).

**Corollary 3.4.** The number of chains of length \( \binom{n}{2} \) in \( T_n \) is

\[
\binom{n}{2} (n-1)! (n-3)! \cdots 1!
\cdot (2(n-3))! (2(n-5))! \cdots 1!
\]
Proof. Use the Thrall formula [Thr52] for the number of shifted tableaux of shape \((n - 1, n - 2, \ldots, 1)\) \(\square\)

There are \(2^{n-1}\) partitions with distinct parts whose Young diagram is contained within the Young diagram for \((n - 1, \ldots, 1)\). These partitions label the vertices which appear in a chain of maximum length.

4. Maximal chains in weak Bruhat order

Let \(S_n\) be the symmetric group, with simple transpositions \(S\). Each \(w\) in \(S_n\) can be written as a word in \(S\) and any word for \(w\) which is minimal in length among words for \(w\) is called a reduced expression for \(w\). The length of \(w\) is the length of any reduced expression for \(w\) and is denoted \(\ell(w)\). To define the support of \(w\), written \(\text{Sup}(w)\), let \(s_{i_1}\ldots s_{i_{\ell(w)}}\) be any reduced word for \(w\). Then \(\text{Sup}(w) \subseteq S\) is the set \(\{s_{i_1}, s_{i_2}, \ldots, s_{i_{\ell(w)}}\}\). Any reduced expression for \(w\) can be transformed into any other by a sequence of braid relation transformations, which means that \(\text{Sup}(w)\) is independent of the reduced expression for \(w\). The (right) weak (Bruhat) order on \(S_n\) is the transitive closure of the cover relation \(w < ws\) whenever \(s \in S\) and \(\ell(ws) < \ell(w)\). The identity permutation is the minimum element \(\hat{0}\) and the maximum element \(\hat{1}\) is \(w_0\), where \(w_0(i) = n - i + 1\). The symmetric group, together with the weak order, form a lattice, which we also denote by \(S_n\).

![Hasse diagram of \(S_3\)](image)

**Figure 3.** The Hasse diagram of the poset \(S_3\). The edge from \(w\) to \(ws\) is labeled by \(s\).

All maximal chains in \(S_n\) have the same length, \(N = \binom{n}{2}\). Stanley [Sta84] conjectured and proved using symmetric functions that the number of maximal chains in \(S_n\) is the number of standard Young tableaux of shape \((n - 1, n - 2, \ldots, 1)\). Edelman and Greene [EG87] reproved this result using a bijection, described here in Section 4.1. On the other hand, Björner and Wachs [BW97] and later Reading [Rea06] showed that \(T_n\) can be considered as a sublattice of \(S_n\) and that there is an order preserving projection from \(S_n\) to \(T_n\). We describe in Reading’s approach in Section 4.2. In Section 4.3, Theorem 4.6, we describe how the Edelman-Greene bijection is related to the function \(\Psi\) from Section 3 by the inclusion of \(T_n\) in \(S_n\). Note that the Stanley lattice refines \(T_n\) [BB09] and has the same number of maximal chains as \(S_n\). However, we are interested in comparing \(T_n\) to \(S_n\), instead of to the Stanley lattice, because of the algebraic structure inherent to \(S_n\).

4.1. Maximal chains in \(S_n\) and standard Young tableaux. A maximal chain in \(S_n\) is of the form \(0 = x_0 < x_1 < \ldots < x_{N-1} < x_N = 1\), where \(x_{k-1}s_i = x_k\) and \(\ell(x_{k-1}) + 1 = \ell(x_k)\), for \(1 \leq k \leq N\). Each maximal chain can be seen as a reduced word \(s_{i_1}\ldots s_{i_N}\) for \(w_0\) and we will use both ways of indicating a chain.

[EG87] define a bijection between maximal chains in \(S_n\) and standard Young tableaux of shape \((n - 1, \ldots, 1)\). They define an analog of the Robinson-Schensted-Knuth correspondence for reduced expressions. Here we assume the reader is familiar with the usual Robinson-Schensted-Knuth insertion and review the Coxeter-Knuth insertion from [EG87].

**Definition 4.1** ([EG87], Definition 6.20, Coxeter-Knuth insertion). Suppose that \(T\) is a tableau with rows \(T_1, T_2, \ldots, T_j\) and \(x_0\) is to be inserted into \(T_1\). For each \(i \geq 0\) add \(x_i\) to row \(T_{i+1}\), bumping (perhaps) \(x_{i+1}\) to the next row, using the usual Robinson-Schensted-Knuth insertion, except in the following special case. If \(x_i\) bumps \(x_{i+1}\) from row \(T_{i+1}\), \(x_{i+1} = x_i + 1\), and \(x_i\) is already present in \(T_{i+1}\), the value of \(x_i\) in \(T_{i+1}\) is changed from \(x_i\) to \(x_{i+1}\).
Also in their words, if \( x \) is inserted into a row containing \( x + 1 \), a copy of \( x + 1 \) is bumped to the next row, but the original \( x + 1 \) remains unchanged.

For the bijection: begin with a maximal chain in \( S_n \), written as a reduced expression \( s_1, \ldots, s_i \) for \( w_0 \). Coxeter-Knuth inserted its indices in reverse into the empty tableau, to obtain a pair \( (P, Q) \) of tableaux of shape \((n-1, n-2, \ldots, 1)\). The Edelman-Greene bijection matches the chain with the standard Young tableau \( Q \).

\[
\begin{array}{ccc}
1 & 2 & 3 \\
3 & 2 & 1
\end{array}
\]

Figure 4. The tableau on the left corresponds to the chain \( s_1s_2s_1 \) on the left in Figure 3 and the tableau on the right to the chain \( s_2s_1s_2 \) on the right. The tableau on the left can be shifted by one, the one on the right cannot be.

4.2. \( c \)-Sorting. Björner and Wachs\cite{BW97} show that \( T_n \) is induced by weak order on a certain set of permutations, 312-avoiding permutations, and is also a quotient of weak order. For the later, they give a projection from \( S_n \) to \( T_n \). Reading\cite{Rea06} introduced \( c \)-sorting words, which generalize the 312-avoiding permutations. He used them to define Cambrian lattices and thereby generalized the Tamari lattice to any Weyl group \( W \) and Coxeter word \( w \in C \). He defined a projection which generalizes the Björner-Wachs projection. The Tamari lattice is the case \( c = s_1s_2 \ldots s_{n-1} \) Cambrian lattice. We use the Reading description of \( T_n \) as a sublattice of \( S_n \), although in some sense it is more general than we need, because it explicitly describes the Tamari lattice in terms of elements of \( S \), the simple transpositions.

Throughout this note, \( c \) will be the Coxeter word \( s_1s_2 \ldots s_{n-1} \). For a set \( K = \{ a_1 < a_2 < \ldots < a_t \} \subset [n] \), let \( c_K \) denote \( s_{a_1}s_{a_2} \ldots s_{a_t} \). There may be many different ways to write \( w \in S_n \) as a reduced subword of \( c^\infty = ccccc \ldots \). The \( c \)-sorting word of \( w \) in \( S_n \) is the reduced subword of \( c^\infty \) for \( w \) which is lexicographically first, as a sequence of positions in \( c^\infty \). The \( c \)-sorting word for \( w \) can be written as \( c_{K_1}c_{K_2} \ldots c_{K_p} \), where \( p \) is minimal for the property

\[
w = c_{K_1}c_{K_2} \ldots c_{K_p} \quad \text{and} \quad \ell(w) = \sum_{i=1}^{p} |K_i|.
\]

An element \( w \in S_n \) with \( c \)-factorization \( c_{K_1}c_{K_2} \ldots c_{K_p} \) is called \( c \)-sortable if \( K_p \subset K_{p-1} \subset \ldots \subset K_1 \).

**Example 4.2.** In \( S_4 \), let \( w = 3241 \) and \( v = 4132 \). \( w \) has the three reduced expressions \( s_1s_2s_3s_1 \), \( s_1s_2s_1s_3 \), and \( s_2s_1s_2s_3 \). Its \( c \)-sorting word is \( s_1s_2s_3s_1 = c_{\{1,2,3\}}c_{\{1\}} \) and it is \( c \)-sortable. \( v \) also has three reduced expressions: \( s_3s_2s_3s_1 \), \( s_2s_3s_2s_3 \), and \( s_3s_2s_1s_3 \). Its \( c \)-sorting word is \( s_2s_3s_2s_1 = c_{\{2,3\}}c_{\{2\}}c_{\{1\}} \) and it is not \( c \)-sortable.

[Rea06] defines the map \( \pi^c_i \), which takes a element \( w \) of \( S_n \) to the maximal \( c \)-sortable word below \( w \). In the case \( c = s_1s_2 \ldots s_{n-1} \), this map is used to show that the Tamari lattice \( T_n \) is a lattice quotient of \( S_n \). He considers \( T_n \) as an induced sublattice of \( S_n \) and labels the elements of \( T_n \) by \( c \)-sortable words. Maximum length chains in \( T_n \) can be identified with certain maximal chains in \( S_n \).

We will need the following lemma to characterize reduced expressions for \( w_0 \) in \( S_n \) coming from maximal length chains in \( T_n \). It is a very slightly modified version of a lemma from \cite{HLT11}.

**Lemma 4.3** ([\cite{HLT11}, Lemma 2.6]). Suppose \( w \) and \( ws_k \) are both \( c \)-sortable and \( \ell(ws_k) = \ell(w) + 1 \). Suppose \( w \)'s \( c \)-factorization is \( c_{K_1} \ldots c_{K_p} \). Then the \( c \)-factorization of \( ws_k \) is either \( c_{K_1} \ldots c_{K_i}c_{\{k\}} \) or \( c_{K_1} \cdots c_{K_i} \cup \{k\} \cdots c_{K_p} \).

If \( ws_k = c_{K_1} \cdots c_{K_i} \cup \{k\} \cdots c_{K_p} \), then \( i \) is uniquely determined and \( s_k \) commutes with every \( s_h \) for \( h \in K_{i+1} \cup M \), where \( M = \{ m \in K_i : m > k \} \).

**Proof.** We include, almost verbatim, the proof from \cite{HLT11} for completeness.

If \( k \in K_p \), the \( c \)-factorization of \( ws_k \) is simply \( c_{K_1} \ldots c_{K_i}c_{\{k\}} \), so assume \( k \notin K_p \). Let \( c_{L_1} \ldots c_{L_q} \) be the \( c \)-factorization of \( ws_k \). Since \( \ell((ws_k)s_k) < \ell(ws_k) \), by the exchange property (see \[BB05\]) there is a unique \( i, 1 \leq i \leq q \) and \( r \in L_i \), such that \( w = c_{L_1} \ldots c_{L_i \setminus \{r\}} \ldots c_{L_q} \).
Let $\lambda \leq \pi_1^{\ast}$ be a partition. A lattice permutation of shape $\lambda$ is a sequence $a_1 a_2 \ldots a_N$ in which $i$ occurs $\lambda_i$ times and such that in any left factor $a_1 \ldots a_j$, the number of $i$'s is at least as great as the number of $i+1$'s. See [Sta99]. We combine Lemma 4.3 with Corollary 4.4 to obtain Corollary 4.5.

**Corollary 4.5.** Let $s_{i_1} \ldots s_{i_N}$ be a reduced word for $w_0$ coming from a maximum length chain in $T_n$. Let $C = i_1 i_2 \ldots i_N$ and $C^R = i_N \ldots i_1$. Then both $C$ and $C^R$ are lattice permutations for the partition $\lambda = (n - 1, n - 2, \ldots, 1)$. 

![Figure 5. The Hasse diagrams of the posets $S_3$ and $T_3$, with vertices now labeled by c-sorting words. Under $\pi_1^\ast$, the vertices $s_2$ and $s_2 s_1$ are both mapped to the same vertex in $T_3$, the vertex labeled with $s_2$.](image)
4.3. Maximal length chains in Tamari order and weak Bruhat order. Theorem 4.6 and the results from Section 4 explain that the modified Robinson-Schensted algorithm encodes the Tamari order when used on certain chains in the weak Bruhat order on $S_n$.

**Theorem 4.6.** Let $C = \{ 0 = x_0 \prec x_1 \prec \ldots \prec x_{N-1} \prec x_N = 1 \}$ be a maximum length chain in $T_n$. Each $x_i$ is c-sortable, so it may also be considered as a chain in $S_n$. As a chain in $T_n$, $C$ maps to a standard Young tableau $T$ as in Section 3. As a chain in $S_n$ it maps to a standard Young tableau $T'$ as in Section 4. Then we have $T = T'$.

**Proof.** First we will define a bijection $p$ between c-sortable words and $(m,n)$-Dyck partitions for $m = 1$ and show that it respects the covering relation in $T_n$. We then show that if $w \lessdot ws_{i_k}$, then $p(ws_{i_k})$ is the partition $p(w)$ with column $i_k$ shortened by 1. Lastly we show that if we insert $i_k$ into the tableau produced by $s_{i_N} \ldots s_{i_{k+1}}$, we lengthen column $i_k$ by 1. See Figure 6.

![Diagram](image)

**Figure 6.** On the left is the single maximum length chain in $T_3$ and on the right is the maximum length chain in $S_3$ it corresponds to under $p$. If 121 is inserted into $\emptyset$ using Coxeter-Knuth insertion, the sequence of shapes we obtain is the same as those in the chain on the left.

Given a c-sortable word $w$, with c-factorization $c_{K_1}, \ldots, c_{K_p}$, let $p(w)$ be the partition where column $i$ has length $n-i+\# of occurrences of $i$ in $w$’s factorization. See also [BK01], [Kra01], [Ful03]. The partition $p(w)$ can also be described as follows. Let $X$ be the partition $(n-1, n-2, \ldots, 1)$, the minimal element of $T_n$. The $k$th diagonal of $X$ is the set of boxes $(i,j)$ such that $i+j-1 = k$. Label the boxes in column $i$ by $i$. Then $p(w)$ is the partition $X$ with the box labeled $i$ in diagonal $k$ removed if and only if $i \in K_k$. Then since $K_p \subset K_{p-1} \subset \ldots \subset K_1$, $p(w)$ is a partition.

If $w \lessdot ws_j$, then by Lemma 4.3 and the definition of $p$, we have that $p(ws_j)$ is the partition $p(w)$ with column $j$ shortened by 1. Write $p(w) = (a_1, \ldots, a_n)$ and $p(ws_j) = (a_1, \ldots, a_{i-1}, a_i - 1, a_{i+1}, \ldots, a_n)$, where $a_i = j$. The box removed from the diagram of $p(w)$ was on diagonal $i+j-1$. Since this box was present if $p(w)$, we know that $j \notin c_{K_{i+1-1}}$ in the c-factorization of $w$. Thus by Corollary 4.4 $j+1 \notin c_{K_{i+1-1}}$, so that $a_{i-1} > a_i$ and $p(w) < p(ws_j)$ according to Definition 2.2.

Let $C = s_{i_1} \ldots s_{i_N}$ be a maximal chain in $S_n$ which is also a maximal length chain in $T_n$. Suppose $s_{i_N}, \ldots, s_{i_{k+1}}$ have been inserted as in Section 4 to form a tableau $P$ of shape $\lambda$. For ease of notation, write $j$ for $s_j$. Let $x$, $y$, and $z$ be the number of occurrences of $i_k - 1$, $i_k$, and $i_k + 1$, respectively, in $s_{i_N} \ldots s_{i_{k+1}}$. Since both $C$ and $C^R$ are lattice words and $j$ appears a total of $N-j$ times in $C$, we have that $x = y + 1$ and $y = z$. Thus, by induction, column $i_k - 1$ has length $x$ and both column $i_k$ and $i_k + 1$ have length $x - 1$. In row $h$ of $P$, we have $i_k + h - 2$, $i_k + h - 1$, and $i_k + h$ in columns $i_k - 1$, $i_k$, and $i_k + 1$ respectively. Again, by induction, when $i_k + h - 1$ is inserted into row $h$, for $h < x$, $i_k + h$ will be bumped into row $h + 1$. Finally, at row $x$, $i_k + x - 1$ will settle in column $i_k$, finishing the proof.

$\square$
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