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ABSTRACT

Carbon dioxide (CO$_2$) is one of the most dangerous greenhouse gas. Its concentration in the atmosphere has increased to very high levels since the industrial revolution. This continues to be a threat due to increasing energy demands. 60% of the world's global emissions come from automobiles and other such moving sources. Hence, to stay within safe limits, it is extremely important to curb current emissions and remove those which have already been emitted. Out of many available technologies, one such technology is the moisture swing based air capture technology that makes use of resin material that absorbs CO$_2$ when it is dry and releases it when it is wet. A mathematical model was developed to better understand the mechanism of this process. In order to validate this model, numerical simulation and experimentation was done. Once the mechanism was proved, it was seen that there are many factors and parameters that govern this process. Some of these do not have definite value. To find the best fit value for these parameters, an optimized fitting routine needs to be developed that can minimize the standard deviation of the error. This thesis looks into ways in which the optimization of parameters can be done and the possible future work by using substantial data.
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Rising global temperatures have increased different concerns from various fields in academia and industries. Climate change, involving rising sea levels, drought etc., are increasing the vulnerability of the environment. Extensive studies have shown that global warming is caused by greenhouse gasses, out of which, carbon dioxide (CO$_2$) plays a major role. Although methane (CH$_4$) is a more potent greenhouse gas, CO$_2$ is one of the major concerns because its emissions have risen exceptionally since the industrial revolution. The pre industrial atmospheric level of CO$_2$ was about 280 ppm. It has crossed 400 ppm in 2015 and is increasing at the rate of 2 ppm per year. According to the 5th IPCC report, to stay under the targeted 2°C rise in temperature, the maximum dangerous threshold for atmospheric CO$_2$ concentration is 450 ppm. This critical constraint calls for major and drastic measures to be taken to curb CO$_2$ emissions and help mitigate climate change.

The current technologies mainly focus on stationary sources, like power plants. They focus on removing the CO$_2$ from the source before they enter the atmosphere. The stacks of the power plants are fitted with CO$_2$ capture materials, which capture CO$_2$ at extremely high concentrations. Though, this is a pretty logical approach, it does not deal with all the CO$_2$ emissions. 60% of the global CO$_2$ emissions are from distributed and often mobile sources. Since, such emissions cannot be dealt with at the source, the CO$_2$ emitted must be captured from the atmosphere. Direct air capture (DAC) technologies are those which focus on capturing CO$_2$ from ambient air. One such technology is the moisture swing process.

The moisture swing process, developed by Lackner et al. uses the moisture in
the environment to capture CO$_2$ in the sorbent. It is capable of capturing CO$_2$ from the ambient air, which is at dilute concentrations. “Moisture swing,” as the name suggests, involves using moisture to operate the process. The sorbent used in this process captures CO$_2$ when it is dry and releases it when it is wet. The entire cycle of a moisture swing can be schematically depicted as shown in figure 1.1. The heterogeneous sorbent, made of an anionic exchange resin, consists of quaternary ammonium ions embedded in polystyrene. It is made to be washed with hydroxide (OH$^-$) or carbonate (CO$_3^{2-}$) solutions, thereby introducing these ions into the resin. The stoichiometry of the sorption of CO$_2$ on the resin shows that 1 mole of OH$^-$ or CO$_3^{2-}$ ions in it can capture 1 mole of CO$_2$ and generate 1 mole of bicarbonate (HCO$_3^-$) when exposed to dry air. As shown in figure 1.1 on the next page, for the wet resin without the CO$_2$ (Empty Wet), the CO$_3^{2-}$ ions behave as the counter ions for the quaternary ammonium ions. The presence of water stabilizes the carbonate ion. During drying, the reduction in the water content makes the carbonate ion less stable which results in splitting of the water molecules and reacting with the carbonate ions forming OH$^-$ and HCO$_3^-$ ions (Empty Dry). At this state, the remaining OH$^-$ ion has a strong affinity for CO$_2$ and reacts with it to form another bicarbonate ion (Full Dry). On wetting the resin again, the bicarbonate ions get completely hydrated (Full Wet). In this state, the equilibrium between carbonate and bicarbonate ions cause a high partial pressure of CO$_2$ allowing it to escape and go back to the original Empty Wet condition. This cycle repeats itself regenerating the sorbent. As, the moisture controls the flow of CO$_2$ in and out of the resin, this process is termed as a Moisture Swing.
The resin is in the form of small spherical beads, each of about 0.6mm in diameter. Each bead may act as a CO\textsubscript{2} pump in the sense that the gas moves in and out of the bead based on the presence of moisture and partial pressure of CO\textsubscript{2} in the gas surrounding the bead. The behavior of these beads is shown by a diffusion model as shown in figure 1.2, the CO\textsubscript{2} in the atmosphere with lower partial pressure may enter the dry resin. It may diffuse from the drier region into the wet region in order to attain equilibrium with the water. At this state, since the partial pressure of CO\textsubscript{2} is higher within the resin, it diffuses out into the atmosphere.

Based on the above explained mechanisms, Isabelle Remy developed a model to describe the behavior of the moisture swing in the resin. It consisted of matter diffusion, thermodynamics, electrical fields and chemical equilibrium. The mesoscopic model developed by Isabelle would require the parameters: diffusion coefficients, elec-
trical mobilities, Henrys constants and chemical equilibrium constants. Based on her work, Robin Abs improved this model to validate and calibrate it. He developed an experiment to gather the experimental data on the partial pressures of water and CO$_2$ within the system. He also ran simulations based on this model to find the best estimate of the theoretical data for these parameters. I will be furthering this project by analyzing the data collected by Robin and optimizing the fitting parameters using the conjugate gradient algorithm.

![Diagram of Diffusion Mechanism in the Bead of the Resin](image)

**Figure 1.2:** Diffusion Mechanism in the Bead of the Resin.

This report mainly consists of background, methodology, results and conclusion with future work. The background section of this report will summarize Isabelle and Robin's work. It will give details of the model proposed by Isabelle and the nature of the entire process. It will also show Robin's correction to the model, his experimental setup, the data he collected and what parameters are to be analyzed and optimized. The methodology consists of an introduction to the optimization algorithm. It will report on the differences between Steepest Descent and Conjugate Gradient methods of optimization and why I chose the latter over the former. The results section of the report will talk about the results of the optimization and the difference in the parameters values before and after optimization. The conclusion with future work section will give a brief summary of the entire report and discuss potential future work that can be done to further validate the system.
Chapter 2

BACKGROUND

This section of the report focuses on the work done by Isabelle and Robin. It gives a brief summary of the model developed by Isabelle, the nature of the process and the constraints and parameters that govern it. This section also talks about the improvements to Isabelle’s model by Robin, the experimentation and simulation developed by him to validate and calibrate the model.

2.1 Isabelle’s Model

Isabelle’s model describes the behavior of the sorbent. It is based on a hypothetical membrane made of a specific resin which has the properties to capture CO\textsubscript{2} when it is dry and releases it when it is wet. Isabelle worked on developing a physical model based on basic physical and chemical processes. She presents a theoretical model which is simplified to run computer simulations and observe the theoretical results. Her simulations were conducted with arbitrary parameters as she had no experimental source for the data.

Isabelle’s report discusses two geometries of the resin. The first one is considered to be an infinite flat sheet dividing the space into two distinct regions: one containing dry air with constant moisture and the other containing wet air with constant moisture (Dirichlet condition). These two regions provide the boundary conditions for the two membrane surfaces of the resin. Consequently, water diffuses into the dry area from the wet area. This establishes a water flow from the wet side of the resin to the dry side. According to Isabelle’s model, another flow occurs. Theoretically, CO\textsubscript{2} will diffuse in the direction opposite to the water diffusion even though the CO\textsubscript{2}
concentration in the gas phase on both sides are assumed to be equal. In the second geometry, she considers the resin to be a spherical and symmetrical bead as shown in figure 2.1 below. In this case, the moisture outside the bead is held constant with a flux condition, given by Neumann condition. An assumption is made that the flux at the center of the bead is null. Isabelle numerically showed that when a wet bead is placed in a dry environment, it becomes dry while capturing CO$_2$.

![Figure 2.1: Microscopic View of the Beads in the Resin.](image)

For furthering this project, Isabelle and Robin use the second case of geometry. The major hypothesis and approximations considered by Robin from Isabelle’s report are as follows;

- The system is at constant temperature and pressure.
- The beads considered are all uniform, spherical, independent and indistinguishable.
- The cations inside the beads are quaternary ammonium ions and are immobile.
The anions (OH\(^{-}\), CO\(_3\)\(^{2-}\) and HCO\(_3\)\(^{-}\)) are mobile and are responsible for the transport of the CO\(_2\) in and out of the system.

- The global charge neutrality is always satisfied. That is,

\[
2 * n_{CO_3^{-}} + n_{HCO_3^{-}} + n_{OH^{-}} = n_{+} \tag{2.1}
\]

where \(n_k\) is the quantity of ionic species \(k\) per unit volume

- The null current condition is satisfied. That is,

\[
2 * j_{CO_3^{-}} + j_{HCO_3^{-}} + j_{OH^{-}} = 0 \tag{2.2}
\]

where \(j\) is a flux inside system

- The entire system is divided into two parts: One on the surface of the resin and the other inside the resin, each governed by a different set of equations.

2.1.1 Equations Governing the Model

Isabelle proposed different equations that govern different parts of the resin on the surface, inside the resin and at the center. They are explained as follows;

- On the surface;

  - According to Henry’s Law, the concentration of water on the surface of the beads can be calculated by,

\[
P_{H_2O} = k_a * n_{H_2O} \tag{2.3}
\]

  - The equations governing the equilibrium conditions for the reactions that occur on the surface are given by, CO\(_2\) + OH\(^{-}\) $\rightleftharpoons$ K\(_1\) HCO\(_3\)\(^{-}\)

\[
K_1 = \frac{n_{HCO_3^{-}}}{n_{OH^{-}} * P_{CO_2}} \tag{2.4}
\]
\[
\text{HCO}_3^- + \text{OH}^- \rightleftharpoons K_2 \text{H}_2\text{O} + \text{CO}_3^{2-}
\]

\[
K_2 = \frac{n_{\text{H}_2\text{O}} \times n_{\text{CO}_3^{2-}}}{n_{\text{OH}^-} \times n_{\text{HCO}_3^-}} = k_p \times (n_{\text{H}_2\text{O}})^p
\]  

(2.5)

where \( k_p \) and \( p \) are constants

- According to electroneutrality:

\[
2n_{\text{CO}_3^{2-}} + n_{\text{HCO}_3^-} + n_{\text{OH}^-} = n_+
\]  

(2.6)

- Inside the resin;

The migration process of the moving species is divided into two components;

- The first one obeys Fick’s Law and is expressed by the diffusion current \( j_{\text{diffusion}} \). It deals with the species \( \text{H}_2\text{O}, \text{OH}^-, \text{HCO}_3^- \) and \( \text{CO}_3^{2-} \). Here \( D_i \) is considered to be a constant.

\[
j_{\text{diffusion}} = -D_i \Delta n_i
\]  

(2.7)

- The second component, called drift current, applies to \( \text{OH}^-, \text{HCO}_3^- \) and \( \text{CO}_3^{2-} \).

\[
j_{\text{drift}} = n_i \mu_i F_i
\]  

(2.8)

Where \( \mu_i \) is the ion’s mobility and is considered a constant and

\[
F_i = -q_i \Delta v
\]  

(2.9)

- For the moving anions,

\[
j_i = j_{\text{diffusion}} + j_{\text{drift}}
\]  

(2.10)

Isabelle divided the beads into nested shells with a thickness of \( r \). She did mass balance over these shells at any time and got the equation,

\[
n_i(r, t + \delta t) = n_i(r, t) - \delta t \left( \frac{\delta j_i(r, t)}{\delta r} + \frac{2}{r} j_i(r, t) \right) \pm \alpha(r, t)
\]  

(2.11)
At the center; The flux at the center is given by,

\[
\frac{\delta n_i}{\delta r}(r = 0, t) = 0, \forall t
\]  

(2.12)

At time \(t + \delta t\),

\[
n_i(r = 0, t + \delta t) = n_i(r = 0, t) - \delta t \frac{\delta j_i}{\delta r}(r = 0, t) \pm \alpha(r = 0, t)
\]  

(2.13)

\subsection{2.1.2 Modification to the Model}

According to Isabelles report, \(j_i\) of the moving ions was given by the following expression (assuming that \(j_i = J_i^{\text{diffusion}} + \epsilon \frac{\mu_i}{q_i}\))

\[
\dot{j}_i = J_i^{\text{diffusion}} + \frac{\epsilon}{q_i} J_{OH^-}^{\text{diffusion}} + J_{HCO_3^-}^{\text{diffusion}} + 2 J_{CO_3^{2-}}^{\text{diffusion}}
\]  

(2.14)

For each anion specie, it is given by,

\[
\dot{j}_{OH^-} = J_{OH^-}^{\text{diffusion}} - \mu_{OH^-} \frac{J_{OH^-}^{\text{diffusion}} + J_{HCO_3^-}^{\text{diffusion}} + 2 J_{CO_3^{2-}}^{\text{diffusion}}}{\mu_{OH^-} + \mu_{HCO_3^-} + \mu_{CO_3^{2-}}}
\]  

(2.15)

\[
\dot{j}_{HCO_3^-} = J_{HCO_3^-}^{\text{diffusion}} - \mu_{HCO_3^-} \frac{J_{OH^-}^{\text{diffusion}} + J_{HCO_3^-}^{\text{diffusion}} + 2 J_{CO_3^{2-}}^{\text{diffusion}}}{\mu_{OH^-} + \mu_{HCO_3^-} + \mu_{CO_3^{2-}}}
\]  

(2.16)

\[
\dot{j}_{CO_3^{2-}} = J_{CO_3^{2-}}^{\text{diffusion}} - \frac{1}{2} \mu_{CO_3^{2-}} \frac{J_{OH^-}^{\text{diffusion}} + J_{HCO_3^-}^{\text{diffusion}} + 2 J_{CO_3^{2-}}^{\text{diffusion}}}{\mu_{OH^-} + \mu_{HCO_3^-} + \mu_{CO_3^{2-}}}
\]  

(2.17)

\[
\dot{j}_{H_2O} = J_{H_2O}^{\text{diffusion}}
\]  

(2.18)

The correction for this is that, \(j_i\) should be \(j_{H_2O} = J_{H_2O}^{\text{diffusion}} - \delta v.q_i.n_i.\mu_i\). Using this the final equation becomes

\[
\dot{j}_i = J_i^{\text{diffusion}} + q_i.n_i.\mu_i \frac{J_{OH^-}^{\text{diffusion}} + J_{HCO_3^-}^{\text{diffusion}} + 2 J_{CO_3^{2-}}^{\text{diffusion}}}{\epsilon(n_{OH^-}\mu_{OH^-} + n_{HCO_3^-}\mu_{HCO_3^-} + 4n_{CO_3^{2-}}\mu_{CO_3^{2-}})}
\]  

(2.19)

and for every component it will be,

\[
\dot{j}_{OH^-} = J_{OH^-}^{\text{diffusion}} - n_{OH^-}.\mu_{OH^-} \frac{J_{OH^-}^{\text{diffusion}} + J_{HCO_3^-}^{\text{diffusion}} + 2 J_{CO_3^{2-}}^{\text{diffusion}}}{n_{OH^-}\mu_{OH^-} + n_{HCO_3^-}\mu_{HCO_3^-} + 4n_{CO_3^{2-}}\mu_{CO_3^{2-}}}
\]  

(2.20)
\[
\dot{j}_{HCO_3^-} = \dot{j}_{HCO_3^-}^{\text{diffusion}} - n_{HCO_3^-} \mu_{HCO_3^-} \frac{\dot{j}_{OH^-}^{\text{diffusion}} + \dot{j}_{HCO_3^-}^{\text{diffusion}} + 2\dot{j}_{CO_3^2^-}^{\text{diffusion}}}{n_{OH^-} \mu_{OH^-} + n_{HCO_3^-} \mu_{HCO_3^-} + 4n_{CO_3^2^-} \mu_{CO_3^2^-}}
\]

\[
\dot{j}_{CO_3^2^-} = \dot{j}_{CO_3^2^-}^{\text{diffusion}} - 2n_{CO_3^2^-} \mu_{CO_3^2^-} \frac{\dot{j}_{OH^-}^{\text{diffusion}} + \dot{j}_{HCO_3^-}^{\text{diffusion}} + 2\dot{j}_{CO_3^2^-}^{\text{diffusion}}}{n_{OH^-} \mu_{OH^-} + n_{HCO_3^-} \mu_{HCO_3^-} + 4n_{CO_3^2^-} \mu_{CO_3^2^-}}
\]

\[
\dot{j}_{H_2O} = \dot{j}_{H_2O}^{\text{diffusion}}
\]

2.2 Robin’s Model Calibration and Simulation

In order to simulate the model, Robin takes an analytical approach initially. This is done by solving the equations in Cartesian coordinates by non-dimensionalizing the parameters and the equations. Assuming that \(A = HCO_3^-\), \(B = OH^-\), \(C = CO_3^{2-}\), and \(D = H_2O\), we get the following equations,

\[
\frac{\delta n_A}{\delta t} = D_A \frac{\delta^2 n_A}{\delta x^2} - c \frac{\delta n_A}{\delta x} - f(n_A, n_B, n_C, n_D)
\]

\[
\frac{\delta n_B}{\delta t} = D_B \frac{\delta^2 n_B}{\delta x^2} - c \frac{\delta n_B}{\delta x} - f(n_A, n_B, n_C, n_D)
\]

\[
\frac{\delta n_C}{\delta t} = D_C \frac{\delta^2 n_C}{\delta x^2} - c \frac{\delta n_C}{\delta x} - f(n_A, n_B, n_C, n_D)
\]

\[
\frac{\delta n_D}{\delta t} = D_D \frac{\delta^2 n_D}{\delta x^2} + c \frac{\delta n_D}{\delta x} - f(n_A, n_B, n_C, n_D)
\]

where \(D_i \frac{\delta^2 n_i}{\delta x^2}\) is the diffusion term,

\[-c \frac{\delta n_i}{\delta x}\] is the drift term

\(\pm f(n_A, n_B, n_C, n_D)\) is the chemical term

These are the set of partial differential equations with non-linear terms. Here, we assume that \(c\) is constant although it generally contains electrical field and depends on \(n_i\). To solve these equations in a temporary regime, we consider a finite domain where we use a separation of variables and solve the problem using boundary conditions, ending with the summation of all the solutions together.
To compute the theoretical model, Robin used a finite difference approximation to discretize the spatial and time derivatives. This was done by dividing the entire experimentation into finite grids as follows,

\[ p_k = (k - 1) \Delta p \]  \hspace{1cm} (2.28)

where \( k = 1, 2, \ldots, K+1 \), \( \Delta p = \frac{1}{K} \)

\[ T_m = (m - 1) \Delta T \]  \hspace{1cm} (2.29)

where \( m = 1, 2, \ldots, M+1 \), \( \Delta T = \frac{T_{tot}}{M} \)

After this, he also considered the Forward in Time Central in Space (FCTS) scheme to find the time first derivatives and space derivatives. The FCTS is conditionally stable, i.e., once we have chosen \( \Delta T \), \( \Delta p \) cannot be chosen arbitrarily or vice-versa. This is called Courant condition. For our case, which is the case of a simple diffusion, the stability condition is given by the Courant-Friedrichs-Lewy condition,

\[ D \frac{\Delta T}{\Delta p^2} \leq \frac{1}{2} \]  \hspace{1cm} (2.30)

In order to obtain stable solutions, we assume similar condition with water’s diffusion coefficient, although our problem is not as simple.

2.2.1 \( P_{CO_2} \) Calculation

As the model is too complex to be solved analytically, Robin found another way to calibrate the parameters. This was done by comparing \( P_{th}^{CO_2} \) (from the model) and \( P_{exp}^{CO_2} \) (from the experiments) while imposing \( P_{H_2O}(t) \) and changing the parameters till the theoretical results and experimental results have the least discrepancy. Experimentally, the variables that can be modified are mainly \( P_{H_2O} \), number of beads and volume of air. However, \( P_{H_2O} \) is the only variable that can be controlled by Peltier
element. Peltier element is a device in the experiment that controls the moisture in the sample chamber. In the non-dimensionalized model, the number of beads is irrelevant and working with the weight will be inaccurate in order to get a sinusoidal simulation.

The system we are dealing with is a closed system to measure the relevant partial pressures. This is also implemented in the model. Two different models are used to calculate the feedback from the beads on $P_{CO_2}$: One is the carbon conservation method and the other is the flux extrapolation method. The former method is more accurate and converges more quickly and the latter method requires a more precise grid which gives a pretty good evaluation of $P_{CO_2}$. Hence, we work with carbon conservation method. In this method we assume that at any time in our experiment, the total amount of carbon in the system has to be constant. Working on this with dimensionalized units and with first order approximations, we get,

$$n_{carbon}^{molar}(t) = \sum_{k=1}^{K} \left( \left( \frac{n_{HCO_3^-}(r_{k+1}) + n_{HCO_3^-}(r_k,t)}{2} + \frac{n_{CO_3^{2-}}(r_{k+1},t) + n_{CO_3^{2-}}(r_k,t)}{2} \right) V_{shell_k} N_B + n_{CO_2}(t) V_{air} \right)$$

(2.31)

$$n_{carbon}^{molar} = \sum_{k=1}^{K} \left( \left( \frac{n_{HCO_3^-}(r_{k+1}) + n_{HCO_3^-}(r_k,t)}{2} + \frac{n_{CO_3^{2-}}(r_{k+1},t) + n_{CO_3^{2-}}(r_k,t)}{2} \right) \frac{4\pi N_B r_k^2 \Delta r}{P_{CO_2}} + \frac{P_{CO_2}}{R_9}(t) V_{air} \right)$$

(2.32)

Let’s define,

$$\lambda = \frac{V_{beads}}{V_{air}}$$

(2.33)

$$N_{carbon} = \frac{carbon^{molar}}{n_+ V_{air}}$$

(2.34)
\[ N_{\text{carbon}}(t) = 3\lambda \Delta p \sum_{k=1}^{K} \left( \left( \frac{N_{\text{HCO}_{3}^-}(p_{k+1}) + N_{\text{HCO}_{3}^-}(p_k, t)}{2} + \frac{N_{\text{CO}_{3}^2^-}(p_{k+1}, t) + N_{\text{CO}_{3}^2^-}(p_k, t)}{2} \right) \right). \]

Using the carbon conservation between T and T+1, the CO\textsubscript{2} partial pressure can be calculated as,

\[ \pi_{\text{CO}_2}(T+1) = \pi_{\text{CO}_2}(T) - 3\lambda \Delta p \sum_{k=1}^{K} \left( \left( \frac{\Delta N_{\text{HCO}_{3}^-}(p_{k+1}) + \Delta N_{\text{HCO}_{3}^-}(p_k, t)}{2} + \frac{\Delta N_{\text{CO}_{3}^2^-}(p_{k+1}, t) + \Delta N_{\text{CO}_{3}^2^-}(p_k, t)}{2} \right) \right) \]

Where

\[ \Delta N_{\text{HCO}_{3}^-}(p_k, T) = N_{\text{HCO}_{3}^-}(p_k, T + 1) - N_{\text{HCO}_{3}^-}(p_k, T) \] \hspace{1cm} (2.37)

and

\[ \Delta N_{\text{CO}_{3}^2^-}(p_k, T) = N_{\text{CO}_{3}^2^-}(p_k, T + 1) - N_{\text{CO}_{3}^2^-}(p_k, T) \] \hspace{1cm} (2.38)

2.2.2 Experimentation

The experimental setup consists of a closed loop system where \( P_{\text{H}_2\text{O}} \) is controlled and can be precisely measured along with \( P_{\text{CO}_2} \). The experimentation results will be compared with the numerical simulation. The experimental setup as shown in the figure below essentially consists of a sample chamber, IRGA (Infrared Gas Analyzer), pump, Peltier element and an airflow controller. The resin is contained in the sample chamber and is arranged in such a way that the individual beads are all independent and do not touch each other. The IRGA is used to analyze the CO\textsubscript{2} concentration, H\textsubscript{2}O concentration and pressure inside the system. The pump forces the air to circulate in the entire system. The Peltier element imposes the right value for \( P_{\text{H}_2\text{O}} \) in the system. It basically works on the Peltier effect (Thermoelectric effect) where when
heated, water evaporates and spreads in the whole system raising the $P_{H_2O}$ and when cooled, the water condenses in the chamber, removing water from the system. The airflow controller controls the amount of air that goes into the chamber. The Peltier element if far enough from the measurement chamber so that the temperature in the gas returns to the normal ambient temperature before it comes in contact with the resin beads.

Figure 2.2: Experimental Setup.

To help monitor the system and control the different parameters needed for the experimentation, LabVIEW was used. LabVIEW is a software tool for collecting data from sensors and controlling hardware and actuators to adjust the behavior of a system. The operation of the various individual components was governed using this LabVIEW. The main drawback of this system is the CO$_2$ leakage issues. These leakages were found to be in the pump and airflow controller. The problem from
the pump comes from an improper sealing of the pumping chamber. Hence, all the parts to the pump need to be aligned and sealed in order to avoid leakage. In the case of the airflow controller, we simply removed it. The airflow controller does not have a real impact on $P_{H_2O}$ measurements and is irrelevant in the model as well. Since, the experimentation needs to be 100% leak proof in order to get accurate $P_{CO_2}$ measurements, we just removed the airflow controller.

Once the system is made leak proof, the next step is to control the $P_{H_2O}$ in the sample chamber. This is done by using a Proportional-Integral-Derivative (PID) controller. It basically works by measuring the evolution of the error between $P_{H_2O}^{measured}$ and $P_{H_2O}^{setpoint}$. It then applies a correction to the current that drives the temperature in the Peltier element. This correction will be proportional to the error, its history and to the evolution of this error. Tuning is done by finding the proportional, integral and derivative terms. The fitting depends on the relative importance of each term. The calibration is done by first measuring the amplitude response of $P_{H_2O}$ to a step of current (Gain), the delay and its characteristic time constant. The following two graphs show the steps of the current and the corresponding response of $P_{H_2O}$. 
Using this data, Robin found the three parameters proportional gain \((K_c)\), integral time constant \((T_i)\) and derivative time constant \((T_D)\) using Internal Control Method (IMC). After performing a correction on the formulas obtained from the IMC method, he gets the following values,
\[ K_c = \frac{0.769}{Gain} \times \frac{T_{char}}{Delay} = -1.62 (-1.101 \text{ after correction}) \]

\[ T_i = T_{char} = 218s \ (229 \text{ after correction}) \]

\[ T_D = \frac{1}{2} \text{Delay} = 6s \ (3.79s \text{ after correction}) \]

The corrective currents are directly related to these intermediate parameters and are implemented in LabVIEW using the following formulas,

\[
\mu(k) = \mu_p(k) + \mu_I(k) + \mu_D(k)
\]

where \( \mu_p(k) = (K_c.e(k)) \) is the proportional correction

\[
\mu_I(k) = \mu_I(k-1) + \frac{K_c}{T_i} \cdot \frac{e(k) + e(k-1)}{2} \Delta t \] is the integrative correction

\[
\mu_D(k) = -K_c \frac{T_D}{\Delta t} (P_{measured}^{H_2O}(k) - P_{measured}^{H_2O}(k-1)) \] is the derivative correction

\[ k = \text{index of sampled signal at time } k.t \]

\[ \Delta t = \text{sampling time of controller} \]

\[ e(k) = P_{setpoint}^{H_2O}(k) - P_{measured}^{H_2O}(k-1) \]

Other issues faced during experimentation are outside temperature and pressure changes. The temperature changes affect the beads chamber and pump as they are in contact with the working bench. This is overcome by isolating them from the bench using foamed polystyrene. The pressure change is much more complex to deal with. \( P_{CO_2} \) is very sensitive to variations in \( P_{H_2O} \). In our case, a 0.51% global pressure variation would cause a 25.7% variation in \( P_{CO_2} \). The \( P_{CO_2} \) variations are measured while imposing constant \( P_{H_2O} \). This causes a 27.2% \( P_{CO_2} \) variation caused by a 0.83% total pressure variation. Since the only pressure readings we get are from the IRGA, it cannot account for the direct measures of pressures inside the chamber. Hence, it is safe to say that there is a pressure drop from the outlet of the pump to its inlet. We assume that concentrations are uniform in the entire system. After significantly reducing the pressure variations, the pressure drop across the system is accounted for when evaluating \( P_{H_2O} \) using the following formulas,
\[ P_{\text{chamber}} = P_{\text{IRGA}} + P_{\text{drop}} (P_{H_2O}) = P_{H_2O, \text{chamber}} = C_{H_2O} * (P_{\text{IRGA}} + P_{\text{drop}}) \]

Using \( P_{\text{drop}} = 1kPa \), the pressure correlation is significantly reduced and reaches an acceptable stage where the measured variation is 4.36% \( P_{CO_2} \) for a 0.93% IRGA pressure variation. Ideally, the best way to get rid of this issue is to directly measure the \( P_{\text{chamber}} \).

### 2.2.3 Implementation and Parameters Analysis

The model is governed by 8 non-dimensionalized parameters and 3 dimensional parameters. The non-dimensionalized parameters are \( D_{OH^-}, D_{HCO_3^-}, D_{CO_3^{2-}}, K_1, k_a', \lambda, k_p' \), \( k_c \). The dimensional parameters are \( \tau \) (in terms of \( D_{H_2O} \)), \( n^+ \) and \( R \). The dimensional parameters are known, \( R = 600 \text{ m} \) which is given by the supplier and \( n^+ = 2095 \text{ mol m}^{-3} \). However, on titration, \( n^+ \) was found to be 1620 mol m\(^{-3}\) which is very close to the supplier’s value. The probable reason for the lower value could be that the beads were already absorbing \( CO_2 \) and releasing \( OH^- \). The characteristic time, \( \tau \) and \( D_{H_2O} \) completely rely on the experiment. This is done by accounting for the weight of the beads and the amount of water it absorbs. When \( P_{H_2O} \) is increased, the beads absorb the water before the interaction with \( CO_2 \) begins. After experimentation, it was found that the best fitting value for \( D_{H_2O} = 4.2 \times 10^{-11} \text{ m}^2 \text{s}^{-1} \) with \( \tau = 15.9 \text{ mins} \).

It is given by the relation,

\[
D = \left( \frac{R}{3} \right)^2 \tau \quad (2.39)
\]

For the parameters to be the best fit, Robin conducted the experiments for two time frames: one long and one short. Then, the fitting of the parameters was done by hand. The values of these are as shown below,

\[
C_{H_2O} = 1, \ C_{HO^-} = 8.10^{-2}, \ C_{CH_3O^-} = 1.210^{-1}, \ C_{CO_3^{2-}} = 1.510^{-1}, \ K_1 = 4.10^9, \\
k_a' = 10^{-5}, \ \lambda = 4.10^{-3}, \ k_p' = 5.10^{-12} \text{ and } p = 9, 5
\]
In order to systematically compare the experimental and theoretical values, we compare the $P_{CO_2}$ Fourier spectrum from the model and from the experiment for various frequencies. This is done to quantitatively evaluate the accuracy of the model among the whole frequency spectrum. During experimentation, we excite the system with a single frequency at four different times and equilibrate between them. The following two graphs show the frequencies occurred during experimentation and simulation respectively.

**Figure 2.5:** Experimental and Modeled $P_{CO_2}$ Frequency Response.

Using Fast Fourier Transform and comparing the two graphs at relative frequencies and phase, we can determine the accuracy of the model. Though the frequency graph shows that our system is largely nonlinear, the phase graph shows closer results. They
are as shown in Figure 2.6 and Figure 2.7 as shown below.

**Figure 2.6:** Experimental and Simulated $P_{CO_2}$ Frequency Spectrum.
After this, he input all the values obtained and found that a CO$_2$ gradient is created by the membrane because of the opposite H$_2$O gradient. The second conclusion is that H$_2$O diffuses faster than the CO$_3^{2-}$ ions. Finally, it was found that the carbon diffusion profile is more curved than anticipated in Isabelle’s model.

Figure 2.7: Experimental and Simulated $P_{CO_2}$ Phase Spectrum.
From the results of Robin’s report, it is quite evident that the gradient in $P_{H_2O}$ causes the flow of CO$_2$ in and out of the resin beads. The closeness of the numerical simulation with the theoretical model validates Isabelle’s theory of the mechanism of moisture swing in the resin beads. This was done by using different non-dimensionalized parameters and some dimensional parameters. After analyzing the data and parameters used by Robin, we saw that he had worked by hand to guess the the values of certain parameters (the non-dimensionalized parameters). In this section, we address this issue in the numerical simulation by initially using arbitrary values for these parameters and finding the best fit using optimization. Since, we are using a non-linear system, we perform Fast Fourier transform for different values of frequencies for $P_{H_2O}$, obtain the solutions to the parameters and then use the optimization algorithms on it. The following section provides a detailed description of the process.

3.1 Initial Work

To continue from where Robin left off, it is important to get different experimental data and numerical simulation data for $P_{CO_2}$ and $P_{H_2O}$. For this, it is important to set up the experimentation and get it working. However, when we started working on getting the experimental values, the system had a high leakage in the sample chamber. The water vapor would get condensed which would result in inaccurate values. To deal with this issue, we had to open all the components of the sample chamber to let it dry and reseal it to conduct the experiment. This was done in cycles which was extremely time consuming. However, the leakage issue was fixed and the experiment
is now ready to be resumed.

In the meanwhile, to get the numerical simulation results, I have to run Robin’s code at different frequencies. At the first attempt, for 15000 frequency input, I was getting results in the range of $10^{19}$ while the expectation was around 400-500 ppm range. This high magnitude of difference was a major concern. On further analysis, I realized that the problem was in the semantics of code execution and data exportation. Once this was fixed, the code was ready for execution. The next steps were to get data for $P_{H_2O}$ and $P_{CO_2}$ using different frequencies. Four runs of different frequencies would provide one set of solutions for the eight parameters. Hence, a bunch of runs must be done before we get enough amount of data which can be optimized. This is the broader picture of the idea behind this thesis.

3.2 Fourier Analysis

For an accurate manipulation of the data that we have gathered, we need an efficient computational tool for accomplishing this. Fourier transform is one such method. It is mainly used to define physical processes in time domain and frequency domain. It is a linear operation where the sum of two functions is equal to the sum of the transforms. Based on the kind of data that we need to manipulate, different forms of Fourier transform may be used. Our data happens to be what is called discretely sampled data. In such cases, the function is sampled at periodic intervals of time. Using this, if we need to analyze ‘N’ points of data, we use Fast Fourier Transform or FFT.

To use FFT for our data, we first need to run Robin’s code. This will give us the sinusoidal waves of $P_{H_2O}$ and $P_{CO_2}$ in the temporal domain. We can now use an FFT to transform the data to the frequency domain. For a linear system, stimulated by a
single driver, $\Delta P_{H_2O} = A \sin(\omega t)$. This is represented by the equation;

$$\Delta P_{CO_2} = A \sin(\omega t) + B \cos(\omega t) \quad (3.1)$$

where $\omega t$ is the phase of the signal

The values of $A$ and $B$ depends on the peaks obtained from FFT. If the output of FFT has noise, it is essential to smoothen them out using a Gaussian. This is usually available as an in built function in almost all softwares. It is given by the formula;

$$w(n) = e^{(-1/2)((\alpha \cdot \frac{n}{N-1})^2)} = e^{-n^2/2\sigma^2} \quad (3.2)$$

When looking at the FFT graph, if the zero frequency is very large, it means that we have an average non-zero value. This must be subtracted before you take the FFT. Also if the width of the peaks seems to be about the same, it is essential to make it standard. This is when we can use Gaussian by multiplying the signal with a Gaussian about one third the width of the time window. This will smear about the peaks in a well defined manner and we can then estimate the strength at the two peaks at positive and negative frequencies as an integral over a narrow window. The Fourier transform of a Gaussian is another Gaussian with the inverse width. The Fourier Transform of a product of functions, is the convolution of the two functions in Fourier Space. Hence, if we multiply the function in the temporal domain with a wide Gaussian, we convolve its Fourier Transform with a narrow Gaussian. This filters out noise, because it is quite possible that the width of our window and the period are not commensurate and that our important signal is smeared in a random way over a few frequencies. If on the other hand we convolve it, then we smear it out in controlled fashion, where all we care about is that the width of the result is a little more than a single frequency. Then we can estimate the overall intensity from the integral over a window of this width.
3.3 Optimization Algorithms

After analyzing the data we have, the Conjugate gradient optimization method seems to be the best approach. Essentially, the conjugate gradient algorithm finds the minimum of a function that depends on a number of variables. It is an improved version of the steepest descent method which relatively takes much more calls to perform a given task. Both of these methods are discussed here.

3.3.1 Steepest Descent

The Steepest Descent method is a minimization algorithm which is generally used to optimize a sparse range of data. Conjugate Gradient is an improved version of Steepest Descent. Both these optimization algorithms are iterative methods used to solve a large system of linear equations. It is essentially used in a system of the form

\[ Ax = b \]  \hspace{1cm} (3.3)

where \( A = \) known, square, symmetric and positive - definite (or non-definite) matrix

\[ x = \text{unknown vector} \]

\[ b = \text{known vector} \]

In the method of steepest descent, let us start at an arbitrary point \( x_0 \) and slide down till we reach the bottom of the paraboloid. For this a number of steps must be taken till we reach the desired result. Let us assume these series of steps to be \( x_1, x_2, x_3 \) and so on. In the steepest descent method, a step is taken in the direction where the given function 'f' decreases most quickly. For this, another routine called Line Search or Line Minimization is implemented to find the minimum point in the direction which is a line. This line search subroutine is implemented many times till we reach the final point. The term error 'e' is a vector that indicates how far we are
in the solution. The residual 'r' indicates how far we are from the correct value. The value of the residual indicates the direction of the steepest descent. The equations that govern these values are shown in the algorithm.

For a better understanding of this concept, consider the figure below. After choosing an arbitrary point $x_0$, the line minimization subroutine finds the minimum on a line towards the x axis. Once this is done, it is called again to find a minimum on another line which is at right angles to the previous line. On implementing this iteratively, we can see in the figure that it finally reaches the desired value of x.

![Steepest Descent Method](image)

**Figure 3.1:** Steepest Descent Method.

The algorithm of the line search/line minimization (linmin) is as shown below. Here, the input are the vectors and a function a and the output is the minimum on the line produced.

```
linmin: Given as input the vectors P and n, and the function f, find the scalar λ that minimizes $f(P + \lambda n)$. Replace P by $P + \lambda n$. Replace n by $\lambda n$. Done.
```

**Figure 3.2:** Terminologies.

The basic algorithm for the Steepest Descent is as shown below. Here, the inputs are A, b, the starting value x, the maximum number of iterations $i_{max}$ and an error.
tolerance $\epsilon \leq 1$. The initial iteration is set to zero. The algorithm terminates when $i_{\text{max}}$ is exceeded. The fast recursive formula for the residual is used usually. But, it is exactly calculated once every 50 iterations (arbitrary). If $n$ is large the number of iterations will be $\sqrt{n}$.

Figure 3.3: Steepest Descent Algorithm.

The problem with the Steepest Descent method is that it performs many small steps in finding the minimized value even if the set of linear equations are in the perfect quadratic form. This is because the new gradient at the minimum point of the line minimization is perpendicular to the previously traversed direction. Hence, in every iteration it becomes necessary to take a right angled turn which does not always reach the desired minimum value. Therefore, to overcome the inefficiency in this algorithm, we use the conjugate gradient algorithm. Essentially, the conjugate
gradient algorithm does the same minimization as is done in the steepest descent method but, in many fewer steps. It works in a way that it does not go down the gradient but, traverses a path which is conjugate to it. It is explained more in detail in the following section.

3.3.2 Conjugate Gradient

To best understand conjugate gradient, let us consider an example. Consider, an N-dimensional point P, the value of a function \( f(P) \) and its gradient \( \nabla f \). The function is given by the quadratic equation,

\[
\begin{align*}
f(x) & \approx c - b \cdot x + \frac{1}{2} x \cdot A \cdot x \\
\end{align*}
\]

(3.4)

Here, the number of unknown parameters is the same as the free parameters in A and b, which is of the order \( N^2 \). Changing any one of these parameters can move the location to minimum. In this method, we want the path traversed by the linmin algorithm to be in conjugate to its previous direction. The conjugate gradient algorithm is a method to solve linear algebraic equations by minimizing a quadratic form or it can be applied to a minimizing function approximated by a quadratic form.

Let us start with an arbitrary value \( g_0 \). Assuming \( h_0 = g_0 \), the conjugate gradient method develops 2 sequences of vectors from the recurrence,

\[
\begin{align*}
g_{i+1} & = g_i - \lambda A.h_i \\
h_{i+1} & = g_{i+1} - \gamma_i h_i \\
\end{align*}
\]

(3.5) (3.6)

where \( i = 0, 1, 2, \ldots \).

These vectors satisfy the orthogonality and conjugacy conditions, i.e, \( g_i \cdot g_j = 0 \), \( h_i \cdot A \cdot h_j = 0 \) and \( g_i \cdot h_j = 0 \) where \( j \neq i \). The scalars used in these equations are given
by,
\[ \lambda_i = \frac{g_i \cdot h_i}{h_i \cdot A \cdot h_i} \quad (3.7) \]
\[ \gamma_i = \frac{g_{i+1} \cdot g_{i+1}}{g_i \cdot g_i} \quad (3.8) \]

When the Hessian matrix 'A' is known, we could use these equations to successively find conjugate directions \( h_i \) along which to line minimize. After N such line minimizations, we would have efficiently reached the minimum of the quadratic equation.

For a better understanding on how this works, consider the Figure 3.4 below. This is in comparison to the steepest descent (Figure 3.3 shown above). Here, the number of iterations is only two where the second line is conjugate to the previous line traversed. This shows the efficacy of this method where we need 2 calls to reach the desired minimum value over a number of them used in steepest descent.

![Conjugate Gradient Method](image)

**Figure 3.4:** Conjugate Gradient Method.

The basic algorithm for the conjugate gradient method is as shown below. Here, the inputs are A, b, the starting value x, the maximum number of iterations \( i_{\text{max}} \) and an error tolerance \( \epsilon \leq 1 \). The initial iteration is set to zero. The algorithm terminates when \( i_{\text{max}} \) is exceeded. The fast recursive formula for the residual is used usually. But, it is exactly calculated once every 50 iterations (arbitrary). If n is large the number of iterations will be \( \sqrt{n} \). The difference between this and the steepest descent algorithm
is that the residual 'r' is assigned to d. Hence, when a new path needs to be traversed, it is done in conjugate to this. This also ensures that no previous path traversed will be crossed.

Figure 3.5: Conjugate Gradient Algorithm.

This is the conventional form of the conjugate gradient that is used to solve a system of linear equations. An in-built function is available in many programming softwares that essentially execute this algorithm. Since, we are dealing with a non-linear system, we use a non-linear conjugate gradient Fletcher - Reeve’s method to update the Beta (β) values in the algorithm. The steps of the algorithm is as shown
below;

Given \( x_0 \);

Evaluate \( f_0 = f(x_0), \nabla f_0 = \nabla f(x_0) \);

Set \( p_0 \leftarrow -\nabla f_0, k \leftarrow 0 \);

while \( \nabla f_k \neq 0 \)

Compute \( \alpha_k \) and set \( x_{k+1} = x_k + \alpha_k p_k \);

Evaluate \( \nabla f_{k+1} \); \( \beta^{FR}_{k+1} \leftarrow \frac{\nabla f_{k+1} \cdot \nabla f_{k+1}}{\nabla f_k \cdot \nabla f_k} \);

\( p_{k+1} \leftarrow -\nabla f_{k+1} + \beta^{FR}_{k+1} p_k \);

\( k \leftarrow k + 1 \);

end (while)

Here, \( f(x_0) \) will be computed by calling Robins code and then running the FFT routine to find A and B. \( \nabla f_k \) will be calculated by running Robins code with changing the individual parameters one by one and calculating the partial derivative using the equation;

\[
\nabla f_k = \frac{f(x + h) - f(x)}{h}
\]

(3.9)

where \( h \) will be a very small percent change in the original value of parameter. \( \alpha_k \) will be calculated by using back-track algorithm. We can also keep this constant as gradient will reduce at each step. After above code is run we will get new values of parameters based of which we will calculate new A, B and find the error and the repetition of the whole procedure follows again till we reach a threshold value on cost function.
Chapter 4

RESULTS

Once the issues were fixed and the challenges overcome, the implementation of the programs were done. This section discusses the results of the implementation of FFT and optimization algorithms. The FFT implementation shows a number of iterations. Each an improvement of the previous one.

4.1 Fast Fourier Transform Analysis

As mentioned previously, we use FFT for the accurate and efficient manipulation of our data. As we can see that our data has been collected over periodic intervals of time, we can say that our data is a discretely sampled data.

To use FFT for our data, we first need to run Robin’s code. This will give us the values of the theoretical and experimental $P_{CO_2}$ and $P_{H_2O}$ at different frequencies. The frequency input generates a sinusoidal wave for $P_{H_2O}$ and a corresponding sinusoidal wave for $P_{CO_2}$. The code is run at different time intervals and the output occurs in the form of sinusoidal waves. One such example is as shown in Figure 4.1 below. Here, we see the waves being generated for $P_{H_2O}$ at 80 minute interval. This generates a corresponding $P_{CO_2}$ wave as shown in Figure 4.2.

FFT is then applied to manipulate this graph and get the values of the amplitude. The FFT is applied to the theoretical and experimental data of $P_{CO_2}$. It is as shown in the figures 4.3 and 4.4 respectively. Since, we have only the theoretical data to work with and manipulate, we use only the first graph henceforth.
Figure 4.1: The Sinusoidal Wave of $P_{H_2O}$ obtained for 80 min run.

Figure 4.2: The Sinusoidal Wave of $P_{CO_2}$ obtained for 80 min run.
As seen in the figure 4.3 above, the output of FFT has noise. Therefore, it can be smoothed using a Gaussian. Its zero frequency is also very large. This means that we have an average non-zero value. Also the width of the peaks seems to be about the same. Hence, it is essential to make it standard. This is done by using Gaussian by multiplying the signal with a Gaussian about one third the width of the time window. This will smear about the peaks in a well defined manner and we can then estimate
the strength at the two peaks at positive and negative frequencies as an integral over a narrow window. This can be shown in Figure 4.5 below;

![Figure 4.5: Peaks obtained from FFT after 1/3rd Gaussian is applied.](image)

As we can see in this graph, the Fourier transform of a Gaussian is another Gaussian with the inverse width. It is the result of the convolution of the functions so that the peaks are smeared out in a well defined manner. However, in the graph above, we can see that the peaks of the small frequencies (noise) that should have been smeared out have actually been enhanced. This is because the Gaussian window that was used for this was very large. To overcome this, instead of convolving the two functions, I had to multiply it. I multiplied the signal with a function that is of the form;

\[
\frac{1}{N} \exp\left(-\frac{t}{t_0}\right)^2
\]

Where the time interval runs from -T to T and \( t_0 = T/3 \). After implementing this change in the Gaussian window range and subtracting the zero mean value, I get the graph as shown in the figure 4.6 below.
Figure 4.6: Peaks obtained from FFT after Gaussian Window is applied.

The FFT graph thus obtained is plotted in a complex frequency domain. Hence, the amplitudes obtained by the second peaks in this graph is a complex number on the negative and positive side. The value of 'A' is given by adding the real components of the values and the value of 'B' is given by adding the coefficient of imaginary components and removing 'i' by dividing it. Implementing this in the MATLAB code, we get the values of 'A' and 'B' as;

\[ A = 1.2736 \times 10^7 \]
\[ B = 9.7841 \times 10^4 \]

Now that we have the values of 'A' and 'B', the next step is to use this in the conjugate gradient algorithm along with the 8 parameters. We know that any A and B are related to the 8 parameters by some function ‘f’, that is, any change in any of the 8 parameters causes a change in the values of A and B. We do not know exactly how they are related but we can assume them to be related by some function ‘f’ as
defined below;

\[(A, B) = f(C_{OH^-}, C_{HCO_3^-}, C_{CO_2^-}, C_{H_2O}, K'_1, k'_a, k'_p, p, \lambda)\] (4.2)

### 4.2 Conjugate Gradient

As seen previously, the conventional form of conjugate gradient cannot be used. The conjugate gradient method widely used is to solve a linear system of equations. However, in our case, we have a non-linear system. Hence, we will be using it for a general minimization of the system given by the Fletcher-Reeve’s method. Based on the algorithm explained in the previous chapter, a code was developed where the input is the 8 parameters as a function of A and B, the direction of minimization and the step size. We assume the initial values of the 8 parameters to be the experimental values. Then, we change all the values by a certain amount. We assume this to be the new theoretical values. This is as shown in the following table;

<table>
<thead>
<tr>
<th>Table 4.1: Initial Values of the 8 Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial (exp)</td>
</tr>
<tr>
<td>(C_{OH^-} = 4e - 1)</td>
</tr>
<tr>
<td>(C_{HCO_3^-} = 1.2e - 1)</td>
</tr>
<tr>
<td>(C_{CO_2^-} = 1.5e - 1)</td>
</tr>
<tr>
<td>(K_1 = 4e + 9)</td>
</tr>
<tr>
<td>(K_a = 1e - 5)</td>
</tr>
<tr>
<td>(K_c = 4e - 3)</td>
</tr>
<tr>
<td>(K_p = 5e - 12)</td>
</tr>
<tr>
<td>(p = 9.5)</td>
</tr>
</tbody>
</table>

The corresponding A and B values for these are;

\[A_{exp} = 488520\]
\[ B_{exp} = 5815.4 \]
\[ A_{th} = 489670 \]
\[ B_{th} = 5834.4 \]

The next step is to change the values of each parameter. This is done to calculate the gradient that is an input in the optimization algorithm. Each run is done by changing one value of a parameter at a time and keeping the rest constant. Each run gives the corresponding A and B values. The following table shows all these values after 8 runs;

**Table 4.2: Change in Values for Each Run and the Corresponding A and B values**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value 1</th>
<th>Value 2</th>
<th>Value 3</th>
<th>Value 4</th>
<th>Value 5</th>
<th>Value 6</th>
<th>Value 7</th>
<th>Value 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_{OH^-} )</td>
<td>4.2e-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( C_{HCO_3^-} )</td>
<td></td>
<td>1.4e-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( C_{CO_3^{2-}} )</td>
<td></td>
<td></td>
<td>1.7e-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( K_1 )</td>
<td></td>
<td></td>
<td></td>
<td>4.2e+9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( K_a )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1e-5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( K_c )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4.2e-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( K_p )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5.2e-12</td>
<td></td>
</tr>
<tr>
<td>( p )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9.5</td>
</tr>
<tr>
<td>A</td>
<td>489260</td>
<td>486400</td>
<td>493210</td>
<td>488450</td>
<td>489670</td>
<td>490930</td>
<td>490820</td>
<td>489670</td>
</tr>
<tr>
<td>B</td>
<td>5801.8</td>
<td>5905.9</td>
<td>5737.8</td>
<td>5715.8</td>
<td>5834.4</td>
<td>5956.1</td>
<td>5943.2</td>
<td>5834.4</td>
</tr>
</tbody>
</table>

As we can see from the above tables, I have kept the values of \( K_a \) and \( p \) as the same. This is because we saw an erratic behavior in the model when these values were changed. The effect of change in values of \( K_a \) and \( p \) are shown in the figures below;
Figure 4.7: $P_{CO_2}$ Graph from Small Change in $K_a$.

Figure 4.8: $P_{CO_2}$ Graph from Small Change in p.
Hence, using these 8 parameter values, their corresponding gradient and a step size of 0.5, we run the conjugate gradient code. The following parameter values is a result of the minimization in our code.

**Table 4.3:** Output of the Minimized Values

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{OH^-}$</td>
<td>-3.65e+1</td>
</tr>
<tr>
<td>$C_{HCO_3^-}$</td>
<td>-3.27e+2</td>
</tr>
<tr>
<td>$C_{CO_3^{2-}}$</td>
<td>-5.86e+2</td>
</tr>
<tr>
<td>$K_1$</td>
<td>4.1e+9</td>
</tr>
<tr>
<td>$K_a$</td>
<td>1e-5</td>
</tr>
<tr>
<td>$K_c$</td>
<td>-1.18e+3</td>
</tr>
<tr>
<td>$K_p$</td>
<td>-9.3e+12</td>
</tr>
<tr>
<td>p</td>
<td>9.5</td>
</tr>
</tbody>
</table>

When these values were used in our numerical simulation, we saw that the code wouldn’t run and give a negative $P_{CO_2}$ graph. This is possibly because of a larger difference in our assumed values. This can be rectified by assuming a smaller difference or by using actual experimental values. This whole process constitutes a single iteration. Multiple iterations must be executed till we reach a stage where the error is the least.
In order to validate Isabelle’s theory, it was essential to simulate the model numerically and match it with an identical experimental study. Robin’s thesis proves this. However, the study was based on a number of assumed parameter values. He proved the behavior of the resin. The next step was to optimize these parameters that govern the entire mechanism. This is done by using the conjugate gradient method. Prior to optimization, the range of potential values were gathered using the Fast Fourier Transform on different input frequencies in Robin’s code to study the different effects it has on the values of $P_{H_2O}$ and $P_{CO_2}$.

The future work involves a number of improvements that need to be done in order to get the most accurate results. From the experimentation side, it is important to redo the experiments and get more data to work with. Right now, we have very limited amount of data experimentally to substantiate our claims. On the numerical simulation side, in order to get accurate optimization results, the model needs to be solved for non-linear. Presently, we are linearizing to get find the nearest approximation to provide the best estimation for the fitting parameters.
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