ABSTRACT

Plastic crystals as a class are of much interest in applications as solid state electrolytes for electrochemical energy conversion devices. A subclass exhibit very high protonic conductivity and its members have been investigated as possible fuel cell electrolytes, as first demonstrated by Haile’s group in 2001 with CsHSO$_4$. To date these have been inorganic compounds with tetrahedral oxyanions carrying one or more protons, charge-balanced by large alkali cations. Above the rotator phase transition, the HXO$_4^-$ anions re-orient at a rate dependent on temperature while the centers of mass remain ordered. The transition is accompanied by a conductivity "jump" (as much as four orders of magnitude, to $\sim$ 10 mScm$^{-1}$ in the now-classic case of CsHSO$_4$) due to mobile protons. These superprotonic plastic crystals bring a “true solid state” alternative to polymer electrolytes, operating at mild temperatures (150-200°C) without the requirement of humidification. This work describes a new class of solid acids based on silicon, which are of general interest. Its members have extraordinary conductivities, as high as 21.5 mS/cm at room temperature, orders of magnitude above any previous reported case. Three fuel cells are demonstrated, delivering current densities as high as 225 mA/cm$^2$ at short-circuit at 130°C in one example and 640 mA/cm$^2$ at 87°C in another. The new compounds are insoluble in water, and their remarkably high conductivities over a wide temperature range allow for lower temperature operations, thus reducing the risk of hydrogen sulfide formation and dehydration reactions. Additionally, plastic crystals have highly advantageous properties that permit their application as solid state electrolytes in lithium batteries. So far only doped materials have been presented. This work presents for the first
time non-doped plastic crystals in which the lithium ions are integral part of the structure, as a solid state electrolyte. The new electrolytes have conductivities of 3 to 10 mS/cm at room temperature, and in one example maintain a highly conductive state at temperatures as low as -30°C. The malleability of the materials and single ion conducting properties make these materials highly interesting candidates as a novel class of solid state lithium conductors.
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CHAPTER 1

INTRODUCTION

1.1 All Solid State Electrochemical Devices

As humankind evolves and society become more dependent on technology, so increases our need to generate and store electrical energy efficiently. From smartphones to laptops, from electric vehicles to the energy grid – energy conversion and storage devices are ubiquitous in today’s world. At the heart of energy storage are electrochemical devices – apparatuses that convert chemical energy into electrical energy. Also called galvanic or voltaic cells, these devices take advantage of redox reactions happening within the cell to generate electricity in form of electrons that flow outside of the cell and into a circuit performing electrical work.

Electrochemical cells consist of two electrically conducting elements (the electrodes) physically separated by an electrolyte, Figure 1.1. The electrolyte is an ionic conductor that is responsible for the mass transfer and charge balance in the cell. While electrons flow through an external circuit, the electrolyte provides the cathode with positive charges (cations) to ensure electrical neutrality. Independent of the final state and of the chemistry involved in a given electrochemical cell, an electrolyte is always present and is the common component of all electrochemical devices.
Figure 1.1 – Left hand panel: scheme of a lithium ion battery during discharge (i.e., powering an external circuit). Lithium gets oxidized at the anode, generating Li\(^+\) ions according to the half-reaction: \(Li\,^0 \rightarrow Li\,^+ + e^-\). The Li\(^+\) cations travel through the electrolyte while the electrons move through the external circuit from the anode to the cathode and are available to perform electrical work. At the same time, Li\(^+\) are intercalated at the cathode, and the reduction of Fe\(^{+3}\) to Fe\(^{+2}\) occurs\(^1\). Right hand panel: scheme of a fuel cell. Hydrogen gas (fuel) is constantly provided at the anode where oxidation occurs. While electrons move from the anode to the cathode in the external circuit, protons migrate to the cathode, and the oxygen reduction reaction happens generating water as the waste product. Both reactions happen in the presence of a catalyst (Pt, in this example).

Devices used for electrochemical energy conversion include fuel cells and batteries, which are the final applications of the electrolytes described in this work. Although the principle of operation is the same (redox reactions happening inside the cell) they differ from each other in the sense that in the fuel cells the fuel (e.g. H\(_2\) gas) is constantly provided. The fuel cell can operate indefinitely as long as enough fuel is provided. In batteries, all of the chemical species necessary for the redox reactions are confined within the cell (with the exception of redox flow batteries, not studied in this work).

The following sections 1.1.1 and 1.1.2 are devoted to a short introduction on Fuel Cells and Li-ion Batteries respectively, with special focus on the electrolyte role and development. Moreover, this work focuses on the development of solid state electrolytes,
so much of the discussion and literature review is directed towards this interesting and challenging field of study. All of the compounds developed in this work are based on silicon, so in section 1.2 a concise introduction to silicon chemistry is given. Lastly, section 1.3 is dedicated to a brief summary of the characterization techniques used in this work.

1.1.1. Electrolytes for Fuel Cells – emphasis on Solid Acid Fuel Cells (SAFC)

Fuel cells are electrochemical energy conversion devices with very attractive advantages and many challenges, and these vary with the kind of fuel cell. In general, one of the biggest advantages is the clean operation, where a safe waste is generated (in general water, but in some cases CO₂ is also produced, Table 1.1). Perhaps the biggest disadvantage is the cost of operation. The catalysts necessary for oxidizing hydrogen gas into protons and reducing oxygen gas into O²⁻ are precious metals or their alloys like Pt, Au, Rh. In practical applications, many unit cells must be joined to make a fuel cell stack to generate the desired voltage, and the price of the catalyst becomes prohibitive. Much of the fuel cell research is devoted to new catalysts and their chemistries, which is outside the scope of the present work.

Fuel cells are classified according to the type of electrolyte used: direct methanol, phosphoric acid, alkaline, polymer electrolyte membrane (PEMFC) or proton exchange membrane, molten carbonate, solid oxide, and more recently, solid acid fuel cells (SAFC). A summary of key characteristics of each fuel cell type is given in Table 1.1.1. Liquid or solid electrolytes can be used, and each have their own set of advantages and drawbacks. Liquid electrolytes have high conductivities but have the disadvantage of the possibility of flooding the electrodes and reducing gas flow. That reduces the performance of the
electrodes, and as a consequence, of the unit cell. Additionally, great care has to be taken to avoid leakage and subsequent ionic shorts. Solid electrolytes eliminate the electrode flooding and leakage problems, but they are generally less conductive than their liquid counterparts. Moreover, solid electrolytes have a more complicated contact interface with the electrodes. This work introduces a new class of solid acids, so special attention will be given here to introducing this class of fuel cells.

Table 1.1 – Overview of fuel cell types. Adapted from reference\(^2\).

<table>
<thead>
<tr>
<th>Fuel cell</th>
<th>Electrolyte (charge carrier)</th>
<th>Catalyst</th>
<th>Operating T/°C</th>
<th>Waste</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polymer Electrolyte</td>
<td>Polymer (H(^+))</td>
<td>Pt</td>
<td>40-80</td>
<td>H(_2)O</td>
</tr>
<tr>
<td>Alkaline</td>
<td>Potassium hydroxide (OH(^-))</td>
<td>Pt</td>
<td>65-220</td>
<td>H(_2)O</td>
</tr>
<tr>
<td>Phosphoric Acid</td>
<td>Phosphoric acid, H(_3)PO(_4) (H(^+))</td>
<td>Pt</td>
<td>205</td>
<td>H(_2)O</td>
</tr>
<tr>
<td>Molten Carbonate</td>
<td>Molten carbonates (CO(_3)(^2-))</td>
<td>Electrode material</td>
<td>650</td>
<td>H(_2)O and CO(_2)</td>
</tr>
<tr>
<td>Solid Oxide</td>
<td>Perovskites (O(^{2-}))</td>
<td>Electrode material</td>
<td>600-1000</td>
<td>H(_2)O and CO(_2)</td>
</tr>
<tr>
<td>Solid Acid</td>
<td>M(_x)H(_2)(XO(_4))(_w) (^*) solid acids (H(^+))</td>
<td>Pt</td>
<td>Above T(_{pc}) transition, usually above 100</td>
<td>H(_2)O</td>
</tr>
</tbody>
</table>

\(^*\)M = Cs, Rb, Tl or NH\(_4\); X = S, Se, P; y, z, w = integers.\(^3,4,5,6\)

The class of fuel cells that has been invested in the most is the PEMFC, due to their potential application in electric vehicles. The safe waste product (water), non-corrosive components and mild temperature range of operation renders them relatively safe (excluding the inherent danger of using pure hydrogen gas as a fuel). Low temperatures also translate into lower start time. Disadvantages come from the requirement of water management – the standard PEM Nafion\(^®\), developed by Dupont, requires constant
humidification to maintain the high proton conductivity. That generates more engineering problems and adds to the complexity of the system. The lower temperature of operation, compared to other FC systems, makes the catalyst more susceptible to poisoning by CO, sulfur-containing compounds and halogens.

An interesting alternative to PEMFCs was introduced relatively recently by Sossina Haile’s group in 2001. They were the first to demonstrate the viability of Solid Acid Fuel Cells (SAFC) where the electrolyte of choice are solid acids, compounds of the type $M_yH_z(XO_w)$ ($M = Cs, NH_4, Rb, Tl; A = S, Se, P; y, z, w = integers$) and additionally at least one case of a mixed anion $Cs_2(HSO_4)(H_2PO_4)$. These compounds have a superprotonic phase transition, above the temperature of which their ionic conductivities “jump” several orders of magnitude. Usually those transitions are crystalline phase changes that occur between 50 and 150°C, the exception being $Tl_3H(SO_4)_2$ at -34°C. In the case of the widely studied cesium hydrogensulfate ($CsHSO_4$), the increase is of 3 orders of magnitude (up to the high value of $10^{-2}$ S/cm) when the material goes from a monoclinic to a tetragonal phase.

Solid acids offer attractive advantages over PEMs, including anhydrous proton transport (so no complex humidification system is required); the compounds are usually stable at high temperatures (250°C in the case of $CsHSO_4$), diminishing the catalyst poisoning problem; and the higher temperature of operation in contrast to PEM opens the possibility of reducing the use of precious metals as catalysts, reducing the overall cost of the fuel cells. Disadvantages include the increased ductility of the materials above the superprotonic transition and water solubility of these acid salts.
The SAFCs performance vary with the electrolyte used and conditions of operation – thickness of both the electrolyte and electrodes, catalyst loading and the humidification of the fuel all play important roles\(^9\). In the case of CsH\(_2\)PO\(_4\) operating under humidified conditions, the performance is competitive with phosphoric acid fuel cells, drawing a maximum current density of 1.85 A/cm\(^2\) at short-circuit and a power peak density of 415 mW/cm\(^2\)\(^{(10,11)}\). Although humidification is not strictly necessary, that increases the operation time of the fuel cells\(^{10}\).

Although solid acids are a very promising alternative to the Nafion-based humidified PEM fuel cells, many challenges are still present. The extreme malleability of the electrolytes above the superprotonic transition, although advantageous for contact purposes, pose a challenge for practical systems. Therefore, composites of electrolytes with harder materials (SiO\(_2\) for example) have been attempted, but the rigidity is accompanied by a decrease in conductivity\(^9\).

1.1.2. Electrolytes for Li-ion Batteries

Two or more electrochemical cells connected in series to power an external device form a battery. Many different chemistries yield functioning power generating cells, like NiCd, Na, Mg, Al, to cite a few, but the chemistry of choice for powering electric vehicles and portable devices is still lithium. First made commercially viable by Sony in 1991\(^{12}\) using a carbon intercalation anode and LiCoO\(_2\) cathode, the lithium-ion battery gets its name from the Li\(^+\) intercalation/deintercalation chemistry between the sheets of graphite and within the structure of the cathode.
Lithium is both the most electronegative and lightest metal, with a reduction potential of -3.0 V vs NHE (normal hydrogen electrode)\textsuperscript{13}. That translates into high voltage devices and very light batteries, which is an important requirement when powering electric vehicles and portable consumer electronics. When used as an anode, it has the very high specific capacity of 3.86 A.h/g but it does not come without its own set of disadvantages. During charge, the polarity of the battery is reversed and lithium ions move from the cathode to the anode. The lithium deposition in the form of lithium metal at the surface of the anode happens in the form of dendrites, which are needle-shaped crystals. With continuous operation, this dendritic growth can be severe enough to reach the cathode, shorting the battery and causing explosions - the solvents used in lithium batteries are generally non-aqueous, organic solvents that are highly flammable (aqueous solvents are not used due to the high voltages of the lithium batteries, ~4V). The problem was solved by using the intercalation carbon anode (0.3V vs Li\textsuperscript{+}/Li) by the aforementioned Sony effort. There is no Li\textsuperscript{0} deposition – Li\textsuperscript{+} ions are inserted/removed from the anode, so the dendritic growth is completely avoided. A great part of the research and development effort on lithium batteries is dedicated to developing new anodes and cathodes which is also outside the scope of this work.

The combination of a specific anode and cathode pair in the lithium-ion battery determines the voltage, and consequently the power that can be drawn (note that power is the product of voltage and current). The capacity of the battery, given in units of A.h/g, is also dictated by the electrodes. Since the electrolyte is in direct contact with the electrodes at all times, it is necessary to be always developing new chemistries that are stable with
respect to the new electrode materials and sufficiently sustain good, reversible electrochemistry at the desired potentials.

Today, the “standard” lithium-ion battery consists of an intercalation cathode (e.g. LiCoO$_2$, LiMnO$_2$ or LiFePO$_4$) and a carbonaceous anode. The electrolyte of choice is a solution of 1.0M LiPF$_6$ in a mixture of organic solvents, first introduced by Tarascon and co-workers with ethylene carbonate (EC) or propylene carbonate (PC) and dimethylcarbonate (DMC)$^{14}$. The mixture of solvents is necessary because a balance must be reached between ionicity and fluidity. A solvent of high dielectric constant (in this case EC or PC) is necessary to dissolve the polar lithium salt, and maintain the high conductivity of the solution. As a consequence, the solution has prohibitive viscosity. The solution is to make a mixture with a low viscosity solvent (DMC) – fluidity is necessary for the ions to move freely in the electrolyte. Even though this particular system is stable versus oxidation up until 5V$^{14}$, using a liquid electrolyte makes the system prone to leaks, and the flammability of the solvents increases the potential for explosions.

For an electrolyte to be considered suitable for applications in lithium batteries, it should satisfy a series of requirements$^{13}$: it should be a good ionic conductor and an electronic insulator; it should be stable with respect to both cathode and anode (i.e., have a wide electrochemical window); be inert towards cell materials and finally be environmentally safe and robust with respect with temperature variations. Ideally, a single-ion conducting electrolyte would be the preferred choice. A single-ion conductor, as the name suggests, is a material where only one ion “moves” and is therefore solely responsible for the charge passed through it. That avoids concentration polarization within the cell that
sets up an opposing voltage and thus diminishes the cell performance. The measurement of the amount of current that is due to one particular ion in an electrolyte is called the transport or transference number. In a lithium ion electrolyte, a transference number of 1 ($t_+ = 1.0$) means that all of the current generated is due to only the lithium ions. Lithium ion transference numbers, in solution, will depend on the salt and the solvents used. According to the extensive review by K. Xu$^{13}$, in diluted non-aqueous solutions, $t_+$ varies from 0.20 to 0.40. That means that the anions are contributing more to the total current than the Li$^+$ ions. The explanation lies usually with the smaller ionic radius of the Li$^+$, that makes them very easily solvated, and that solvation “sphere” causes a decrease in its ionic mobility$^{13}$.

One approach to avoid both the safety issues associated with liquid electrolytes and low ion transference numbers is to employ solid state electrolytes. Although in general the ionic conductivity of solids is not as high as that of their liquid counterparts, examples of solids that surpass the conductivity of liquids are known: the crystalline lithium superionic conductor Li$_{10}$GeP$_2$S$_2$ has a conductivity of 12 mS/cm at 27$^\circ$C and it matches or surpasses the conductivities of organic liquid electrolytes like 1M LiPF$_6$ in 1:1 EC:PC$^{15}$. The lithium transference number of 1 in this case translates not only into a high ionic conductivity but also in a very stable electrolyte – the compound is stable up to 5 V vs Li$^+$/Li. This compound has a three-dimensional structure where a one-dimensional pathway lithium conduction exists along the c-axis$^{15}$. The disadvantage of this electrolyte is the high cost of the material and high toxicity of the reagents, making the scalability for practical use very complicated.
Other solid state electrolytes commonly studied for battery applications include ceramics, glasses, polymers and gels. The most impressive ceramic material is β-alumina, an exceptional Na\(^+\) ion conductivity of 18 mS/cm at room temperature can be achieved depending on the conditions of crystal growth\(^\text{16}\). The drawbacks are that the high conductivity is achieved in the brittle, single-crystal form, which is also prohibitively expensive. Glasses rarely exceed 1 mS/cm conductivities, which is considered the minimum threshold for practical batteries. Polymers can be divided into two subclasses: solid polymer and gel-polymer electrolytes. In solid polymers, the neat polymer itself serves as “solvent” for the lithium salt and as the support matrix. Single Li\(^+\) ion conducting polymers exist, but their conductivities are restricted to 10\(^{-5}\) and 10\(^{-6}\) S/cm\(^\text{17}\). Gel polymer electrolytes are similar to liquid electrolytes - in this case, the polymer is gelled from an electrolyte solution. Although widely used in commercial cells, they have non-zero anion transfer numbers, and are still prone to overcharging and explosions\(^\text{13}\).

Another approach to the electrolyte problem is to use plastic crystals (PCs) as solvent matrices for lithium salts. Plastic crystals are structurally ordered materials, where the centers of mass of the molecules are fixed in the crystal lattice, but they are rotationally disordered, where the molecule (or an ion) is free to rotate around an axis. These materials have a phase transition, above which the rotation movements are activated (\(T_{pc}\), plastic crystalline temperature). They also possess a glass transition temperature (\(T_g\)), below which the movement is arrested in the solid state. The great advantage of plastic crystals over glassy materials is that PCs maintain their structure and mechanical rigidity well over the glass transition temperature, up until the melting point is reached.
1.2 Objectives and strategy

In this work, we chose to explore a new strategy to solve the problem of moving ions in a solid state electrolyte for applications in electrochemical energy conversion cells. We have sought to develop a new type of plastic crystal ion conductor, one in which the alkali cation has a transference number of unity, i.e. it is the only mobile species. The strategy was to design an anion that is a soft base, as in Pearson’s definition, hard acids tend to bond more strongly to hard bases and the same is true for soft pairs. A molecule that is constituted of a hard/soft pair, the hard acid would be thought to be more free to move, uncoupled from the anion. Although the strategy of pairing hard acid/soft base is not new when developing electrolytes, our study is, to the best of our knowledge, the first time that a non-doped ionic plastic crystal is reported with high conductivities (of the order of mS/cm).

The advantages of plastic crystals over glasses and other solid state electrolytes were discussed in section 1.1.2 – the malleability of plastic crystalline solids are a highly desirable trait in solid state batteries, due to the better contact with the electrodes, and ability to move under stress and with the change of shape of the electrodes. Moreover, glasses only retain their shape up to their T_g, but plastic crystals retain their solidity up to their melting points.

To achieve the objective of synthesizing novel plastic crystals with cationic transfer number of 1, we built on the previous research developed in our lab of SiPOH, a modified phosphoric acid that was very successfully employed as a liquid electrolyte for fuel cell applications. SiPOH is the product of the reaction of SiCl_4 and phosphoric acid,
constituted of 6-coordinated silicon centers (as probed by NMR) and phosphoric acid in its structure\textsuperscript{21}. The liquid suspension called SiPOH dissolves completely in water, and can be gelled into a polymeric form of exceptional performance as a solid electrolyte, where the silicon geometry becomes tetrahedral\textsuperscript{21}. The success of SiPOH warranted further study with a softer anion, and the choice was made to study sulfates and hydrogensulfates from sulfuric acid. Although sulfates are borderline hard bases (although softer than phosphates), the silicon center would “pull” the electron density of the sulfate anions, and make them softer towards the hard alkali cations.

In this work, several novel compounds were synthesized as described in detail in Chapters 2 and 3. First, acid precursors were prepared by reacting SiCl\textsubscript{4} and a series of phenylsilanes (strategy discussed in the following section, 1.2.1) with nominally anhydrous sulfuric acid, and in one case, with a mixture of sulfuric and phosphoric acids. The resulting hydrogensulfates were so reactive and highly conductive that they merited their own separate study (Chapter 2). To make the lithium plastic crystals studied in this work, the acid precursors were reacted with lithium amide or lithium chloride. The acidic protons leave the reaction mixture in the form of gaseous products (NH\textsubscript{3} or HCl), and the resulting products are soft, white solids (Chapter 3). The structural characterization of the compounds was done by liquid and solid-state NMR (section 1.3.5) and Raman spectroscopy (section 1.3.6). The electrochemical characterization was performed by Electrochemical Impedance Spectroscopy (section 1.3.4), cyclic voltammetry and fuel cell performance tests were also carried out.
1.2.1. Silicon reactivity and mechanism

To make the series of new compounds, the initial approach was to react different equivalents of nominally anhydrous sulfuric acid with silicon tetrachloride under inert atmosphere:

\[
\text{SiCl}_4 + x\text{H}_2\text{SO}_4 \rightarrow \text{SiCl}_{4-x}(\text{HSO}_4)_x + x\text{HCl} \quad (i)
\]

Subsequent structural characterization by $^{29}\text{Si}$ NMR showed that the compounds were all indeed tetrahydrogensulfated silanes with no chlorine ligands (see Chapter 2 for a more thorough description). In view of this difficulty, a new approach was adopted to obtain a series of different compounds. The extensive work by Eaborn in aromatic substitution reactions$^{22,23}$ showed that demetallations of an aryl-MR$_3$ bond (where M = Si, Ge, Sn Pb) is broken in the direction of $^\text{C}^-\text{MR}_3^+$. In the case of silicon, the electrophilic attack by an $^\text{E}^+\text{A}^-$ species would form a E-Phenyl compound and ASiMR$_3$. Figure 1.2 shows the suggested mechanism when $^\text{E}^+\text{A}^-$ is a sulfuric acid molecule.

![Figure 1.2 - Suggested reaction mechanism of the formation of the precursor used in this study. The cleavage of the phenyl ring happens in two steps: first, protonation of the phenyl ring by sulfuric acid forming a Wheland intermediate, which is the rate determining step of the reaction. Then a nucleophilic attack by the hydrogensulfate anion results in benzene elimination and formation of the trichlorosilylhydrogensulfate. (Adapted from reference$^{22}$).](image)
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The aryl-SiR₃ bond was shown to be cleaved much more readily than the aryl-H bonds, at a factor of 4×10⁴ times in aqueous sulfuric acid at 25°C²². The attachment of the proton in the 2nd step of the mechanism shown in Figure 1.2 is the rate determining step (as determined experimentally by solvent isotope studies). The C-Si bond is then broken in a fast step after the initial proton-aryl bonding. That is due to the stabilization of the Wheland intermediate by electron release of the CH-SiMR₃ system²².

Literature studies in the synthesis of silicon triflates for applications as catalysts for organic reactions have shown the relative rates of cleavage of the Ph-Si bond with other ligands. Upon attack with triflic acid, it was shown that the phenyl groups get displaced 200x faster than chlorines when they are present, and the breakage of methyl-Si bonds was not observed even after a few days²⁴. Another study showed that the relative ease of cleavage of R-Si bonds follow the sequence (from more readily to less readily cleaved) α-naphthyl > Ph > Cl > H >> methyl, ethyl, buthyl²⁵. In this work, we show in Chapter 2 that methoxy groups are displaced as easily as phenyl groups, extending the sequence shown above.

With the knowledge of the relative ease of cleavage of different ligands bonded to a Si center, the synthesis strategy adopted in this work was to react a series of phenylsilanes containing different ligands (methyl, chlorine, methoxy, ethoxy) with anhydrous sulfuric acid, and in one case, a mixture of sulfuric and phosphoric acids as described in Chapter 2. Several new compounds (or mixtures of compounds) were obtained and their structures and electrochemistry were characterized with the techniques described in Section 1.3.
1.3 Techniques used in this work

There is extensive high quality literature in the background of the characterization techniques used in this work. Therefore, it is not the objective of this section to dwell in the intricate details of each technique, but to provide a brief summary to guide the reader for a basic understanding of the results to follow. In this section, greater focus will be given to the direct application of the techniques to all solid state systems, as it is the focus of this dissertation.

Here, the same order of presentation of the results in later chapters will be followed: in the following chapters, the conductivity of the new compounds is discussed first, followed by a detailed investigation of their chemical structure by solid state NMR and Raman Spectroscopy. Lastly, fuel cell and battery results are presented, followed by electrochemical characterization by cyclic voltammetry when applicable. Following that order, the first technique to be visited will be Impedance Spectroscopy.

1.3.1. Electrochemical Impedance Spectroscopy

In an electrochemical cell, the sample of interest is placed between two or more electronic conductors (electrodes) and a number of experiments can be performed by changing the current or voltage applied to the system and measuring a response (in voltage or current respectively). If the system of interest is a liquid, the electrodes can be immersed directly inside the sample, along with a supporting electrolyte if applicable. In that type of experiment, the interface between the electrode and the solution is important, and the diffusion of the ionic species in the solution as well.
In the case of a solid electrolyte, the material must be contained between the two electrodes and great care must be taken to provide the best electrical contact possible. In the solid state, interfaces become increasingly important, and there are many of them in a solid cell. Each interface displays a change of a certain physical or chemical property - mechanical, crystallographic, electrical or compositional. With applied electric stimuli, i.e. voltage, each interface will polarize differently (heterogeneous charge distribution arises), resulting in a decrease in the overall bulk conductivity of the material.

One of the most widely applied techniques to probe the electrical properties of a material is Impedance spectroscopy. In this experiment, a small sinusoidal voltage is applied to the system, and a resulting oscillating current is measured, Figure 1.3. Impedance \( Z \) depends on frequency, so in this experiment \( Z \) is measured as a function of frequency over a wide range.

**Figure 1.3** – Scheme of a hypothetical Impedance Spectroscopy experiment. The sinusoidal equations that describe the applied voltage and resulting steady-state current are shown. Symbols: \( v(t) = \text{applied voltage}; V_m = \text{amplitude of the voltage}; \omega = \text{frequency of the oscillation}; i(t) = \text{resulting steady-state current}; I_m = \text{amplitude of the current}; t = \text{time}; \theta = \text{phase difference between voltage and current}.

The impedance \( Z \) is defined as:

\[
\text{Impedance} = Z(\omega) = \frac{V(\omega)}{i(\omega)} \quad \text{Modulus or Magnitude} = |Z(\omega)| = \frac{|V_m(\omega)|}{|I_m(\omega)|}
\]
Impedance is an intrinsic property of materials, and is analogue of resistance, although impedance is a more general concept than electrical resistance because it reports the material response to a sinusoidally varying electrical stress, when the current and voltage may become out of phase, leading to energy dissipation from the field. The resistance of the material is the impedance when the phase of the current relative to potential perturbation is zero.

There are many ways to represent Impedance Spectra, but in this work the preferred method used is the Nyquist representation. This method originates from the fact that \( Z(\omega) \) is a vectorial quantity, and as such it may be represented as a sum of vectors in a complex plane. A Nyquist plot is a graph of the negative of the imaginary part of impedance, \(-\text{Im}(Z)\), with respect to its real part, \(\text{Re}(Z)\). Real electrochemical systems (specially all solid state cells) are incredibly complicated, and have many different elements that will affect how a Nyquist plot appears. As a result, the interpretation of impedance spectra can be a very challenging task. However, it is often shown that a good approximation of a real system can be made by an appropriate equivalent circuit. In summary, an equivalent circuit is an idealized system made of ideal electrical elements (resistors, capacitances, and others) that is assumed to be an appropriate model for the system being studied. Figure 1.4 shows schemes of commonly observed Nyquist plots and their respective equivalent circuits. Equivalent circuits are great aids in the study and interpretation of Impedance spectra.
Figure 1.4 – Scheme of equivalent circuits and their respective Nyquist plots. Adapted from references\textsuperscript{26,27}. Left hand panel: the equivalent circuit is comprised of a capacitance \( C \) resulting from the electrode/electrolyte interface, and the electrolyte resistance \( R \) in parallel with \( C \). This system is always present in an electrode/electrolyte system, although not always observed. The resulting Nyquist plot is a semi-circle of radius \( R \). Middle panel: the equivalent circuit represents a heterogeneous electrode reaction in parallel with the C-R electrode/electrolyte circuit. \( C' \) is the double layer capacitance at the electrode and \( R' \) is the reaction resistance. Right hand panel: Randle’s circuit\textsuperscript{28} – the electrolyte resistance is in series with a parallel circuit of the double layer capacitance (electrode/electrolyte), and a charge transfer resistance \( R_{CT} \) (which is in series with a Warburg Impedance, \( W \)). \( W \) is an element of diffusion, present when semi-infinite diffusion of a single species is present in the electrochemical system\textsuperscript{26,27}.

In this work, all of the impedance spectra were collected in the form of Nyquist plots for determination of the novel solid state electrolytes resistances. The resulting plots were always approximately similar to those of Randle’s circuits, so the conductivities of the electrolytes were calculated by the usual method according to the equation:

\[
\sigma = \frac{1}{A \cdot R}
\]
where $\sigma$ is the ionic conductivity, $l$ is the separation between the electrodes, $A$ is the area of the cross-section of the sample and $R$ is the resistance as determined by Impedance Spectroscopy (i.e. the real part of the complex impedance when the imaginary part is zero). The ratio $l/A$ is the cell constant. When a dip-cell was used, the cell constant was determined by calibration with a 0.01 M KCl solution.

1.3.2. Nuclear Magnetic Resonance (NMR) Spectroscopy

NMR Spectroscopy is based on the interaction of an external magnetic field with nuclei of non-zero total spin. This technique is sensitive to the nucleus probed, so every element in the sample can be studied separately (provided it has a non-zero spin). In this work, $^1$H, $^{29}$Si, $^{13}$C solid state NMR of the samples where the main techniques used to solve their structures.

In summary, a static magnetic field of magnitude $B_0$ (taken to be along the $z$-axis) is applied to the sample of interest. The field interacts with the sample’s nuclei, and these rearrange so their net magnetization is aligned with the field. If additionally, a radiofrequency (rf) wave is applied in the form of pulses, its oscillating magnetic field will interact with the net magnetization of the nuclei and cause them to “flip” – the magnetization is then dislocated by a phase angle (the angle between the rf pulse and the $z$-axis of the static field $B_0$). After the rf pulse, the nuclei relax back to the ground state, and the net magnetization is once again aligned with $B_0$, and the nuclei emit radiation that is detected and depends on the frequency. The information obtained is element-sensitive, and provides information on the chemical and electronic environment in the immediate vicinity of the nucleus being probed.
In the solid state, the samples are usually powders. Since the solid has arrested degrees of freedom, the molecules are not free to rearrange themselves like in the liquid state. All the possible orientations of the molecules give rise to different frequencies in an NMR spectrum (chemical shift anisotropy), resulting in a powder pattern – very broad peaks that are of little use to resolve chemical structures. In liquids, chemical shift anisotropy is not observed due to rapid tumbling movement of the molecules, that effectively average all the possible orientations (and therefore the chemical shift dependency on orientation) faster than the NMR time scale.

Magic-angle spinning (MAS) NMR removes the chemical shift anisotropy by spinning the sample tipped at the magic angle (54.74°) at high rates, effectively averaging the different chemical shifts due to particle orientation. Additionally, spinning about the magic angle also eliminates the chemical anisotropy due to dipolar coupling.

In the case of dilute, low abundance spins like $^{29}$Si in this work (4.1% abundance), a technique that greatly aids in the quality of the spectra collected is the cross-polarization (CP). In a CP experiment, the magnetization of abundant spins, usually $^1$H, is transferred to the rare spin, via dipolar coupling. An added advantage of the CP experiment, is that since the transfer of magnetization happens via dipolar coupling, both nuclei have to be in a rigid environment. Moreover, information about the separation of the nuclei can be calculated from CP.
1.3.3. Raman Spectroscopy

Approximately, one can separate the energy of a molecule or ion in 3 parts – the rotation of the entire molecule, the vibration of the constituent atoms and the excitation of the electrons (based on the relative frequencies: electrons $>$ vibrations $>$ rotation)\textsuperscript{31}. In this approximation, the translation of the molecule (or ion) is not taken into account. In the presence of an electromagnetic field (light), a transfer of energy will occur from the field to the molecule when Bohr’s condition is satisfied:

$$\Delta E = h \nu$$

Where $\Delta E = \text{difference in energy between two quantized states}$, $h = \text{Planck’s constant}$ and $\nu = \text{frequency of the incident light}$. Figure 1.5 shows the hypothetical energy levels of a molecule.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{energy_levels.png}
\caption{Energy levels of a molecule. The molecule absorbs light of frequency $\nu$ when it is excited from level 1 to level 2; the molecule will emit light of frequency $\nu$ when relaxing from level 2 to level 1.}
\end{figure}
In terms of relative energies, the rotational levels are the lowest, followed by vibrational and electronic. Vibrational spectra, through Infrared (IR) and Raman spectroscopies, are observed in the range of 100 to 10000 cm\(^{-1}\) (Far IR to Near IR). Not all transitions are allowed, and the selection rules are different for each spectroscopy, as discussed below.

Infrared and Raman spectroscopies yield similar information about symmetry, bonding order and the functional groups of molecules or ions, but they have different physical origins. Infrared spectra originate in transitions between 2 vibrational levels of the molecule in the electronic ground state. For a vibration to be observed, there has to be a change in dipole involved (selection rule for IR). In contrast, Raman spectra originate as a result of the electronic polarization caused by UV or visible light. The selection rule in this case is a change in polarizability as a result of the vibration.

The origin of Raman spectra can be explained satisfactorily by classical theory. The following derivation is demonstrated in Nakamoto’s\(^{31}\) seminal book “Raman and Infrared Spectra of Inorganic and Coordination Compounds”, and reproduced here. Consider a diatomic molecule that is irradiated by light of frequency \(v\), and electric field \(E\). The electric field fluctuates according to: (where \(E_0\) is the amplitude and \(t\) is time)

\[
E = E_0\cos(2\pi vt) \quad (1)
\]

Due to the radiation, a dipole moment \(P\) is induced in the molecule:

\[
P = \alpha E \quad (2)
\]
Where proportionality constant between the dipole moment and the electric field, \( a \), is the polarizability of the molecule. If as a result of the radiation the molecule vibrates with frequency \( \nu' \), the nuclear displacement is given by:

\[
q = q_0 \cos(2\pi\nu't) \quad (3)
\]

where \( q_0 \) is the vibrational amplitude. For small \( q_0 \), the polarizability is a linear function of the nuclear displacement \( q \):

\[
\alpha = \alpha_0 + \left( \frac{\partial \alpha}{\partial q} \right) q \quad (4)
\]

where \( \alpha_0 \) is the polarizability at the equilibrium position, and the rate of change of the polarizability with respect to nuclear displacement, \( \left( \frac{\partial \alpha}{\partial q} \right) \), is taken at the equilibrium position. Combining equations 1, 2, 3, 4 gives:

\[
P = \alpha_0 E_0 \cos(2\pi\nu t) + \frac{1}{2} \left( \frac{\partial \alpha}{\partial q} \right) q_0 E_0 [\cos(2\pi(\nu + \nu')t) + \cos(2\pi(\nu - \nu')t)]
\]

The first term describes light of the same frequency as the incident light: the Rayleigh scattering. If the term \( \frac{1}{2} \left( \frac{\partial \alpha}{\partial q} \right) q_0 E_0 \) is zero, then the entire rest of the equation is zero – therefore it is the selection rule of Raman scattering. That means that if the vibration \( \nu' \) does not provoke a change of polarizability with respect to the nuclear displacement of the molecule, then \( \nu' \) is not Raman active. Lastly, the terms in square brackets describe vibrations that are displaced from the incident light’s frequency by \( +\nu' \) and \( -\nu' \), and are the anti-Stokes and Stokes lines. As a result, Raman spectra vibrations are shifts from the incident light frequency. The incident light frequency is set as zero, and the Raman shifts...
are distributed as negative (Stokes) and positive (anti-Stokes) peaks in the resulting spectra. Rayleigh scattering is much stronger than the Raman scatterings, therefore a strong light source is employed (lasers).

![Raman spectrum of silicon tetrachloride](image)

**Figure 1.6** – Raman spectrum of silicon tetrachloride. The peaks on the negative side are the Stokes lines, and the peaks on the positive side are the anti-Stokes lines. Molecules at $\nu$ are excited to $\nu'$ by scattering light of frequency $\nu - \nu'$ (Stokes). Molecules at $\nu'$ revert to $\nu$ by scattering light of frequency $\nu + \nu'$ (anti-Stokes). The relative intensities come from the relative distribution of molecules in ground and the excited state – the anti-Stokes lines are more intense because there are more molecules in the ground state than in the excited state (Maxwell-Boltzmann distribution law). This spectrum was collected in the Leroy-Eyring Center for Solid State Science at Arizona State University by the author.

To predict if a certain vibration is Raman active, one can recur to group theory. That is because the symmetry of the molecule determines if a change in polarizability will occur. Since the Raman shifts are dependent on the symmetry of the molecule, one can resolve its geometry and functional groups present, as well as bond orders. In the following
chapters, Raman spectroscopy is used alongside solid-state NMR to perform the structural characterization of the new compounds produced in this work.
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CHAPTER 2

SILICON HYDROGENSULFATES: SOLID ACIDS WITH GIANT
CONDUCTIVITIES AND POSSIBLE FUEL CELL APPLICATIONS

2.1 Introduction

The best known and most widely applied solid acids are the zeolitic acid catalysts and their mesoporous aluminosilicate cousins which are involved in industrial processes worth many billions of dollars of industrial output every year. We are not concerned with these macromolecular systems in this work but with solid acids that are simple molecular substances in which the unit molecules each carry one or more protons. In the forms of interest, the molecules are free to rotate on their lattice points, passing their protons along random paths in directions determined by any electric field that is applied to them. They lie in between aqueous and molecular liquid acids (like lead battery acid and \( \text{H}_3\text{PO}_4 \)) and the solid super acids of the carborane\(^1\) acid type that are mostly well organized crystals that possess either hydrated protonic cations\(^2\) or, more recently, bare protons of exceptional proton activity\(^3\). The new materials we will introduce herein are closely related to the alkali hydrogen sulfates of Haile and co-authors for fuel cell applications\(^4,5\), but now function above a solid state transition that usually occurs well above 100ºC. Those we will describe below are in most cases well above any transition temperature at ambient temperature, but are also insoluble in water so have the possibility of fuel cell function, and other possible
applications, within the lower (-50 to -100°C) temperature range. They were initially prepared as precursor stages for the generation of a new class of solid state alkali metal conductors for possible application in the lithium and sodium battery technologies. However, their exceptional characteristics, such as conductivities of \( \sim 100 \text{ mScm}^{-1} \) at 50°C (within 20\% of that of liquid phosphoric acid), lead us to report them separately for their own special interest. The lithium compounds are reported in Chapter 3.

The new solid acids are silicon derivatives, that were suggested by our recent work on silicophosphates\(^6,7\). They were initially prepared by reaction of tetrachlorosilane SiCl\(_4\) with pure H\(_2\)SO\(_4\), to produce Si(SO\(_4\)H\(_4\)) \(4\) (a known compound previously prepared during the study of solutions of organosilicon compounds in sulfuric acid, and only characterized by cryoscopy and conductimetry\(^8\)), but have since been prepared under greater control by the reaction of H\(_2\)SO\(_4\) with phenyl chlorosilanes, and related phenylated silane derivatives discussed below. The phenyl chlorosilanes, and methyl and alkoxy derivatives, are cheaply available and widely used in a number of synthetic applications due to the ease of cleavage of the aryl-silicon bond\(^9\), allowing for their conversion into useful compounds for a multitude of organic reactions\(^10\). The phenyl group is much more easily displaced than the chloro ligand\(^11\) which in turn is more easily replaced than alkoxy and methyl ligands, in that order. This has permitted us to produce, at least approximately, all members of the series of chlorosilylsulphuric acids, from Si(SO\(_4\)H\(_4\)) \(4\) through SiCl\(_3\)HSO\(_4\) by simple displacement reactions of the type

\[
\text{Ph}_x\text{SiCl}_{4-x} + x\text{H}_2\text{SO}_4 \rightarrow \text{Cl}_{4-x}\text{Si(HSO}_4)_x + x\text{C}_6\text{H}_6 \quad \text{(i)}
\]
where the product benzene is soluble in any unreacted PhSiCl\textsubscript{3} starting material and is easily separated from the solid product of the reaction by decantation followed by careful washing with dichloromethane, 1,2-dichloroethane or dioxane and filtering under vacuum (some details, and complications concerning reaction time dependence and dimerization kinetics etc., are given below and in the Methods). The idealized products are designated H\textsubscript{4} through H\textsubscript{1}, for the number of SO\textsubscript{4}H groups attached to the Si. By related procedures (see Methods) we have also obtained methyl, methoxy and ethoxy derivatives, designated Me\textsubscript{3}H\textsubscript{1}, MetO\textsubscript{x}H\textsubscript{1} and EtO\textsubscript{x}H\textsubscript{1}, that also prove to be excellent protonic conductors. Finally, due to the recognized concern of the known instability of sulfur compounds towards hydrogen\textsuperscript{12}, a mixed sulfate-phosphate compound was also prepared. The compound was named SiP\textsubscript{2}S\textsubscript{2} and its idealized formula is Si(HSO\textsubscript{4})\textsubscript{2}(H\textsubscript{3}PO\textsubscript{4})\textsubscript{2}. Due to the fundamental difference between this last compound and the others, it will have its own separate discussion.

2.3 Methods

2.3.1 Synthesis of silicon tetrahydrogensulfate (H\textsubscript{4}) from SiCl\textsubscript{4}, and an adduct trap for HCl gas.

Si(HSO\textsubscript{4})\textsubscript{4}, H\textsubscript{4}: The reaction was performed in a closed system, comprised of a 3-neck Schlenk reaction flask. One of the joints contained a cold finger maintained at a temperature of approximately -20°C and another joint was attached to a tube containing an HCl trap. The HCl trap was a liquid mixture of two adducts: diethylmethylamine (DEMA)/aluminum chloride and 2-methylpyrine/aluminum chloride 70:30 in weight. HCl trap characterization was performed by \textsuperscript{1}H NMR. Sulfuric acid (99.999%, Sigma-Aldrich)
and silicon tetrachloride (99%, Sigma-Aldrich) were added to the Schlenk flask under argon atmosphere, in a mole ratio of 4:1. The mixture was kept at 50°C for 24 hours with constant stirring. The constant evolution of bubbles from the mixture indicated the liberation of HCl gas. The final product was a white solid (H4) and a transparent liquid (SiCl₄, confirmed by ²⁹Si-NMR and ICP-OES).

2.3.2 Chlorosilyl hydrogensulfates: H₁ and H₂

(SiCl₃Ph + H₂SO₄), H₁: trichlorophenylsilane (97%, Sigma-Aldrich) was added to sulfuric acid (99.999%, Sigma-Aldrich) under argon atmosphere, with slight excess of the silane. The mixture was kept under constant stirring in an open vial for different times depending on the preparation: 8 minutes, 32 minutes or 3h30 minutes (approximate times). The final product was a white solid (H₁) suspended in a colorless, transparent liquid, which was determined to be a mixture of benzene and excess starting silane, via ¹H NMR. The samples were quenched with LiNH₂ to stop the reaction and examine the products present via ²⁹Si MAS-NMR. The quenching was done by carefully adding excess LiNH₂ to the reaction mixture under N₂ flow and subsequently homogenizing with mortar and pestle.

SiCl₂(HSO₄)₂, H₂: dichlorodiphenylsilane (97%, Sigma-Aldrich) was added to sulfuric acid (99.999%, Sigma-Aldrich) in a 1:2 mol ratio under argon atmosphere, with slight excess of silane. The mixture was kept under constant stirring in an open vial for different times depending on the preparation: 8 min, 30 min, 60 min and 1h50 min (approximate times). The final product was a white solid (H₂) suspended in a colorless,
transparent liquid, which was determined to be a mixture of benzene and excess starting silane via $^1$H NMR.

2.3.3 Alkoxyisilyl hydrogensulfates: $\text{MetO}x_3\text{H}1$ and $\text{EtO}x_3\text{H}1$

$\text{Si(CH}_3\text{O)}_3(\text{HSO}_4)$, $\text{MetO}x\text{H}1$: trimethoxyphenylsilane (97%, Sigma-Aldrich) was added to sulfuric acid (99.999%, Sigma-Aldrich) in a 1:1 mol ratio under argon atmosphere (with slight excess of silane). The mixture was kept under constant stirring for 30 min. The final product is a white, opaque solid (MetOxH1) and a colorless, transparent liquid, which was determined to be a mixture of benzene, methanol and starting silane via $^1$H NMR.

$\text{Si(CH}_3\text{CH}_2\text{O)}_3(\text{HSO}_4)$, $\text{EtO}x\text{H}1$: triethoxyphenylsilane (97%, Sigma-Aldrich) was added to sulfuric acid (99.999%, Sigma-Aldrich) in a 1:1 mol ratio under argon atmosphere (with slight excess of silane). The mixture was kept under constant stirring for 30 min. The final product is a white, opaque solid (EtOxH1) and a colorless, transparent liquid, which was determined to be a mixture of benzene, ethanol and starting silane via $^1$H NMR.

2.3.4 Alkylsylyl hydrogensulfate: $\text{Me}_3\text{H}1$

$\text{Si(CH}_3)_3(\text{HSO}_4)$: trimethylphenylsilane (99%, Sigma-Aldrich) was added to sulfuric acid (99.999%, Sigma-Aldrich) in a 1:1 mol ration under argon atmosphere (with slight excess of silane). The mixture was kept under constant stirring for 30 min. The final product is a yellow liquid. NMR: $^1$H$\delta=$ 0.37, 11.29 ppm; $^{13}$C$\delta=$-0.67 ppm; $^{29}$Si$\delta=$37.34 ppm.
2.3.5 Mixed anion compound, SiP₂S₂

Si(H₃PO₄)₂(H₂SO₄)₂: triphenylchlorosilane (97%, Alpha) was melted at 100°C under argon atmosphere, then a mixture of sulfuric and phosphoric acids was added to it, dropwise (1:2:2 molar ratios, respectively). Following a violent evolution of gas (benzene and hydrochloric acid), a yellow very viscous liquid is formed. Upon standing the liquid slowly crystallizes in the timescale of weeks.

2.3.6 Materials Characterization

**Solid-state NMR** The solid-state NMR data were collected using a Bruker 400 MHz AVANCE III spectrometer equipped with a 4mm double resonance broad-band magic angle spinning probe at 25 °C. ¹H and ²⁹Si NMR data for the solid acid H₄, were collected by placing the corrosive material into a 50 µL Kel-F rotor insert obtained from Bruker, to limit the potential for acid exposure to the probe. ¹H MAS NMR spectra of this material were collected using a 4.25 µs π/2 pulse, a recycle delay of 10 seconds and 64 scans. The Direct polarization (DP) ²⁹Si spectrum for the solid acid H₄ was collected with a 2.3 µs π/6 pulse corresponding to a B₁ field of 35 kHz, a recycle delay of 180 seconds, and 1024 scans. ¹H→²⁹Si cross polarization (CP) MAS spectrum for H₄ was collected with a recycle delay of 1 second, 32k scans, a contact time of 5 ms, a MAS rate of 5 kHz, and a ¹H π/2 pulse of 4.0 µs. The CP condition was optimized by setting the ²⁹Si power for the contact pulse at 35 kHz and optimizing the ¹H power for the +1 spinning side band of the Hartmann Hahn match condition (40 kHz). During the contact pulse, the ¹H rf power was ramped from 50 % to 100 %. CP-MAS and DP-MAS data were collected with approximately 60 kHz two pulse phase modulated (TPPM) ¹H decoupling during data
acquisition. $^{29}$Si DP-MAS spectra collected on the solid-acid products obtained from reactions quenched with lithium amide, were center packed into 4 mm MAS rotors using Teflon plugs above and below the sample to maximize the amount of sample in the active volume of the spectrometer. Data were obtained using a 1.0 µs $\pi/12$ pulse corresponding to a $B_1$ field of 35 kHz, a recycle delay of 10 seconds, 1-8 k scans, a MAS rate of 5 kHz and no $^1$H decoupling. Decoupling was not required due to the reaction of lithium amide with a significant portion of the $^1$H nuclei of the solid acid material, resulting in a substantially reduced $^1$H dipolar network. $^{13}$C DP-MAS NMR data were collected for the MetOxH1 material, by center packing the lithium amide quenched material into a 4 mm MAS rotor using plugs of Teflon. The spectra were collected using a 5.0 µs $\pi/2$ pulse, 10 second recycle delay, 256 scans, a MAS rate of 10 kHz, and approximately 60 kHz TPPM $^1$H decoupling. All solid-state NMR spectra were collected with a MAS rate of 5 kHz, and were externally referenced to TMS in the solid state using adamantane ($^1$Hδ=1.63 ppm, $^{13}$Cδ=38.48 ppm) and tetrakis(trimethylsilyl)silane ($^{29}$Siδ=−9.69 ppm) for $^1$H, $^{13}$C and $^{29}$Si spectra respectively.

**Liquids NMR** The liquids NMR spectra were collected using a Varian MR 400 MHz equipped with a 5 mm broadband observe probe. The samples were externally referenced to TMS in the liquid state.

**FT-Raman spectroscopy** The FT-Raman spectra were collected from 100 to 3500 cm$^{-1}$ using a FT-IR/FT-Raman Bruker IFS66V/S spectrometer using a YAG laser (1064 nm) and a Ge detector. The spectral resolution is 4 cm$^{-1}$. The samples were inside glass vials under argon atmosphere during the measurements.
**Electrochemistry** Conductivity data were calculated from Nyquist plots obtained from electrochemical impedance spectroscopy measurements. The spectra were collected in a PARSTAT VMP2 using a 10 mV polarization and frequency range of 200 KHz to 10 Hz. Fuel cell polarization curves were measured using a PARSTAT 2273 with a scan rate of 20 mV/s (H4) and 5 mV/s (MethOxH1), with the samples inside a programmable Vulcan furnace. The membrane electrode assembly (MEA) followed the procedures reported previously by our group\textsuperscript{7,15}. The C/Pt gas diffusion electrodes (GDE) were purchased from Advent. Phosphoric acid 85% was lightly brushed on the surface of the electrodes to aid in the gas/electrode/electrolyte interface. In the MetOxH1 experiment, the electrolyte was incorporated in 2 sheets of Celgard 3401 to minimize the effect of fuel crossover. Phosphoric acid 85% was lightly brushed on the Celgard membrane surface to aid in the gas/electrode/electrolyte interface. The SiP\textsubscript{2}S\textsubscript{2} viscous liquid was incorporated in a quartz fiber filter paper, and the GDEs were carefully placed on both sides of the membrane. Then the membrane was left to solidify and the measurements were taken on the solid state.

**Computer simulations.** Gas phase structural optimizations of the compounds H4, H3, H2 and H1 were performed with the software Gaussian\textsuperscript{16} package, using Density Functional Theory. The functional B3LYP and the basis set 6-311G(d,p) were used in all of the simulations.

### 2.4 Results and Discussion

The initial strategy to make the series of compounds in this work was to react different equivalents of nominally anhydrous sulfuric acid with silicon tetrachloride under inert atmosphere:
\[
\text{SiCl}_4 + \text{xH}_2\text{SO}_4 \rightarrow \text{SiCl}_{4-x}(\text{HSO}_4)_x + \text{xHCl}
\]

The attempt to make all of the combinations, from H4 to H1 (the nomenclature adopted here represents the number of hydrogensulfate groups bonded to the silicon center) was made, but subsequent structural characterization by solid-state NMR showed that the compounds were all indeed H4. A gas-phase computer simulation study was performed using Gaussian with the DFT level of theory and B3LYP functional with 6-311G(d,p) basis set. The geometries of the compounds H4 through H1 were optimized and their energies calculated. Indeed, the lowest energy compound obtained was the tetrahydrogensulfate (H4), see Figure 2.1. That agrees with the experimental observation that the reactions preferentially yield the tetrasyulfated structure. Additionally, octahedral geometries were attempted, but none of them yielded stable compounds.

![Figure 2.1](image-url)  

**Figure 2.1** – Simulated energies of the chlorohydrogensulfates H4, H3, H2 and H1. Note how the energy of the compounds correlate linearly with the number of chlorines, and increase with the number of chlorines in the structure.
Although different compounds could not be prepared by the SiCl$_4$ synthesis procedure, this was still the preferred method to prepare H4. Another challenge to be overcome in this procedure is the volatility of silicon tetrachloride. Its low boiling point of 60° C warrants great care to not lose the reagent during the synthesis, which would yield in an excess of sulfuric acid contaminating the product. Simple reflux methods were first employed, but were found unsatisfactory. To ensure that all of the sulfuric acid had reacted, a large excess of silicon tetrachloride was used and a closed system reaction was developed (see Methods). A HCl sink was developed to trap this gas, and thus shifting the equilibrium to the formation of products (and also preventing the system from becoming under dangerously high pressures).

The HCl sink devised was a liquid adduct mixture of (70:30 by weight) AlCl$_3$:DEMA and AlCl$_3$:α-picoline. The idea is to trap the HCl by a Lewis acids base reaction: binding the acidic proton to the lone electron pair of the bases (DEMA and α-picoline) and donation of the chlorine to AlCl$_3$ to form AlCl$_4^-$.

An initial test of the capacity of the HCl sink resulted in 14% by weight entrapment. The color of the liquid changes from black to a lighter shade of brown after HCl entrapment. $^1$H NMR was performed before and after exposure of the HCl sink, and the results are shown in Figure 2.2.
Figure 2.2 - $^1$H NMR spectra of the HCl trap before (bottom) and after (top) exposure to the atmosphere of the H4 reaction. Note the appearance of 2 peaks after exposure to HCl: at 11 ppm attributed to the protonated $\alpha$-picoline and at 6 ppm attributed to protonated DEMA.

To produce compounds with chlorine ligands, another strategy was devised, as described in the Introduction and mechanism shown in Chapter 1, section 1.2.1. The acids obtained are translucent or transparent gel-like materials reminiscent of the succinonitrile that has been used as a solid solvent for lithium salts by Armand and coauthors$^{17}$. Me$_3$H1 is the only liquid acid of the entire series. It is less viscous than dry sulfuric acid, and more
conductive. Strikingly, it is also less conductive than some of the solid acids we have prepared. Indeed, all are excellent protonic conductors. To the best of our knowledge, they have far the highest ambient temperature proton conductivities of any solid state material reported to date.

Some results are shown in Figure 2.3. Conductivities as high as 21.5 mS/cm at room temperature are notable (the case of H1, nominally Cl₅SiSO₄H, but see "structural characterization" section below for refinements). It is remarkable to find a formally solid material that is almost as conductive as liquid phosphoric acid. We draw special attention to the case of Me₃H1 which is found to be a liquid, not a soft solid. Despite its liquid state, the conductivity is significantly lower than those of a number of the other solid acids. This suggests that the conduction mechanism is a quasi-free proton hopping process, that takes advantage of, but is not limited by, the rotational freedom of the globular conjugate base moiety.
Figure 2.3 - Left hand panel: Arrhenius plot of the conductivities of some of the acids synthesized in this work, making comparison with literature data for pure liquid phosphoric acid\textsuperscript{18,19}, CsHSO\textsubscript{4}\textsuperscript{20}, and the previous best case plastic crystal protonic conductor, Cs\textsubscript{3}(HSO\textsubscript{4})(H\textsubscript{2}PO\textsubscript{4})\textsuperscript{21}. Note the inferior position of the only liquid acid of our series (Me\textsubscript{3}H\textsubscript{1}) relative to the solid acids H1, MetOx\textsubscript{3}H\textsubscript{1}, EtOx\textsubscript{3}H\textsubscript{1}. Only in the case designated "H1", is a transition to a less-conducting phase observed (at sub-zero temperatures) during measurement. At sub-zero temperatures, the conductivity of EtOx\textsubscript{3}H1 exceeds that of liquid phosphoric acid. Right hand panel: Details of the region between 30 and 120\degree C to show the differences in conductivity between the acids prepared in this work.

The chlorinated solid acids prepared in this work are generally highly reactive, fuming in air and reacting with most solvents (exceptions include dichloromethane, and 1,2-dichloroethane which is known to be stable in the presence of strong acids like sulfuric acid\textsuperscript{22}) and dioxane, but these do not offer any measurable solubility for the new compounds. Other indications of their reactivity are their destructive corrosion of Teflon-coated spatulas, stainless steel instruments and various plastics. For instance, attempts to use Celgard 3401 as a support results in the immediate and complete destruction of the membrane. The unchlorinated examples of the solid acids are less reactive. Their acidities,
as indicated by the $^1$H NMR chemical shift of the liquid obtained by proton transfer to diethylmethylamine (acid classification method$^{23}$) are similar to those of methanesulfonic acid and the HSO$_4^-$ anion) which is unsurprising. As such it might be expected that they might provide interesting solid electrolytes for fuel cell operation and some trials of this possibility reported at the end of this contribution will provide proof of this principle.

**Structures of the solid acid conductors**

In order to elucidate the structures that are making these unusual properties possible, we have carried out a series of $^1$H and $^{29}$Si solid-state NMR measurements (experimental details in Methods section). The $^1$H NMR spectrum of the tetrahydrogensulfate silane (H4) is shown along with a comparable spectrum for adamantane for reference in Figure 2.4. Adamantane is routinely used as a chemical shift standard in solid-state NMR$^{14}$ due to its well-characterized plastic crystalline phase at ambient temperatures, which leads to sharp resonances. The C4 relaxation time for adamantane is 18.5 ps at ambient temperature according to multiple sources (quasielastic neutron scattering$^{24}$ and NMR spectroscopy$^{25}$). The much narrower line shape of the resonance associated with tetrahydrogensulfate might be partly a consequence of the more globular shape of the tetrahydrogen sulfate (the rotation time for CBr$_4$ rotator phase is about ~0.5 ps$^{26}$) but might also reflect an additional sharpening due to a faster proton motion which decouples from the molecular rotation, i.e. a superprotonic state consistent with the exceptional conductivity. A further comparison is made with a $^1$H liquid-state NMR spectrum of anhydrous H$_2$SO$_4$, which is of course narrower due to the isotropic tumbling of the molecules in the non-viscous liquid. Finally, we include the narrow resonance from
the only liquid member of the present series of acids, the trimethyl-hydrosulfatosilane, 
(CH$_3$)$_3$SiSO$_4$H, abbreviated Me$_3$H1 in our figures which is seen to have a similar but less intense resonance, consistent with the single acid proton of this molecule.

![Figure 2.4 - Direct $^1$H MAS NMR of the solid acid H4 (Si(SO$_4$H)$_4$) compared with that for adamantane, and $^1$H liquid-state NMR spectra of Me$_3$H1 (Si(CH$_3$)$_3$SO$_4$H) and 99.99% H$_2$SO$_4$. MAS rate: 5 kHz. Adamantane is a plastic crystal with reorientation relaxation time of 1.85 x 10$^{-11}$s. The resonance for H4 protons (all equivalent), is far the sharper, indicative of a much shorter rotation time and/or greater H$^+$ mobility. The proton spectrum of nominally anhydrous sulfuric acid from Sigma-Aldrich (the same used in the preparations of this work) measured in a regular liquids probe, is included for comparison. Strong arguments against the presence of any residual H$_2$SO$_4$ itself in the H4 sample, are provided in text and later figures.](image)

The fact that H4, Me$_3$H1 and sulfuric acid have similar $^1$H chemical shifts is not surprising, since the protons removed in the formation of H4 leaves the oxygen still bonded to the very polarizing Si species. The similarity in chemical shift is also seen in the case of CsHSO$_4$, which exhibits shifts of 11-13 ppm depending on the sample history$^{27}$. The similarity of the $^1$H NMR spectra does, however, require some reassurance that the
properties we are observing are not due to residual unreacted \( \text{H}_2\text{SO}_4 \). Firstly, in the synthetic procedure, care was taken to use a large excess of \( \text{SiCl}_4 \) or phenyl silane, and subsequently to wash the solid product thoroughly with 1,2-dichloroethane, followed with a vacuum filtration under inert atmosphere. Additionally, we show in Figure 2.5 that the Raman spectrum of \( \text{H}_4 \) is free of the symmetry-dictated lines characteristic of \( \text{H}_2\text{SO}_4 \), indicating that there is no appreciable unreacted \( \text{H}_2\text{SO}_4 \) in the final material.

**Figure 2.5** - FT-Raman spectra of \( \text{H}_4 \) (top) and sulfuric acid (bottom). Note how the \( \nu_3 \) peaks, at 1100 cm\(^{-1}\), are split in sulfuric acid; in the \( \text{H}_4 \) spectrum, the \( \nu_3 \) mode is a single peak. This is analogous to the cases of other hydrogensulfates, like \( \text{NaHSO}_4 \)\(^{28}\) and \( \text{CsHSO}_4 \)\(^{29,30}\). Legend: \( s = \) symmetric, \( a = \) asymmetric; \( \nu = \) stretch, \( \delta = \) bend.

The most intense peak in the Raman spectrum of \( \text{H}_4 \) is \( \nu_s\text{SiO} \) at 419 cm\(^{-1}\). That is the first difference from the spectrum of pure sulfuric acid, with its most intense peak at 914 cm\(^{-1}\) attributed to the \( \nu_1 \) mode\(^{31,32}\) (\( \nu_s\text{S-O-H} \)). This mode is also present in \( \text{H}_4 \), at the exact same frequency. That suggests that the strength of the hydrogen bonding in \( \text{H}_4 \) is
comparable to that of sulfuric acid. That is very different from the case of CsHSO₄, where the ν₁ mode is located at considerably lower frequencies (860 cm⁻¹ at room temperature), albeit dependent on the crystallographic phase²⁹,³⁰. That indicates a decrease in the strength of hydrogen bonding when compared to pure sulfuric acid and H4. The second glaring difference between the two spectra is the transformation of sulfuric acid’s split ν₃ (ν₂S=O) peak at 1048 cm⁻¹ after the reaction. This mode appears as a single peak in H4, similarly to other bisulfates, like NaHSO₄²⁸ and CsHSO₄²⁹,³⁰.

More instructive are the ²⁹Si spectra, which we use in different ways. Firstly, there is the simple case of Me₃H₁ which is liquid and gives sharp resonance lines despite the low natural abundance of ²⁹Si nuclei. We observe a single ²⁹Si resonance at 37.34 ppm. This value is in good accordance with the literature for a Si(CH₃)₃SO₃R type moiety³³. Along with unambiguous ¹³C and ¹H (see SI), we can confidently confirm that the target compound Me₃H₁ is a simple molecule of formula Si(CH₃)₃HSO₄. The material described as MetOxH₁, prepared from the 1:1 (molar) reaction of trimethoxyphenyl silane and sulfuric acids, shows two resonances of equal magnitude: -71.4 and -78.4 ppm. These are attributed to a mixture of products, respectively PhSi(CH₃O)₂(HSO₄) and Si(CH₃O)₃(HSO₄)³⁴,³⁵. A preparation free of unreacted phenyl groups would have a higher conductivity.

Secondly we use ¹H to ²⁹Si cross polarization and MAS spectroscopy to confirm that the mobile protons in H4 are indeed in the solid state. In this experiment, magnetization is transferred from ¹H to ²⁹Si and the signal from the silicon nuclei is detected. For the magnetization transfer to occur, the nuclei must be dipole coupled. The result is that only
the nuclei that are in close proximity and in an environment that is rigid on the NMR time scale, are detected\textsuperscript{36,37}. Figure 2.6 shows both direct and cross polarization (DP and CP) \textsuperscript{29}Si MAS spectra of H4. The spectra show that the silicon atoms in both experiments are in the same chemical environment. The data are consistent with a central silicon atom bonded to four hydrogensulfate groups. Note there is only a single resonance line, consistent with the single molecular species of the H4 preparation. Note that the resonance is at -118 ppm, well upfield from the value of -108 ppm typical of Si tetra coordinated by oxygen in silica polymorphs\textsuperscript{34}. This is consistent with the more highly polarized condition of the coordinating oxygens of the sulfato groups.

![Figure 2.6](image.png)

**Figure 2.6** – Direct polarization \textsuperscript{29}Si (DP-MAS, bottom) and cross-polarization \textsuperscript{1}H-\textsuperscript{29}Si NMR (CP-MAS, top) spectra of H4. The cross polarization experiment demonstrates that the protons are close to the silicon and are rigid, i.e., in the solid state. Spinning rate of 5 kHz.

Thirdly, we use \textsuperscript{29}Si MAS spectra to explore the more complicated cases of preparations from starting materials containing chlorine. Here, because of the corrosive nature of the chlorinated species we could not risk direct study in the delicate MAS probe so the samples were first neutralized with LiNH\textsubscript{2}, by solid state reaction in mortar and
pestle. Using the case of target material H1 (nominally Cl₃Si(HSO₄), from starting material Cl₃SiPh) it was found that the structure obtained depended on the time between initiation of the primary reaction and the time at which the reaction was arrested by lithiation. The number of chlorines that were displaced could be determined by comparison with the resonances established by Marsmann³⁸,³⁴ from analysis of polysiloxanes obtained from the partial hydrolysis of silicon tetrachloride. These exhibited end (Cl₃SiO⁻), middle (Cl₂SiO₂⁻), trifunctional (ClSiO₃⁻) and tetrafunctional (SiO₄⁻) groups, where the Oₙ⁻ indicates the number of connections to other silyl groups in the polymer. Our attributions, guided by Marsmann's resonances are shown by vertical dashed lines in Figure 2.7, passing through the spectra of our lithiation-arrested preparations. The reaction times before lithiation are indicated on the individual spectra. The implications of the increasing departure from the intended Cl₃Si(HSO₄) composition in favor of the apparently-preferred symmetric H₄ -structure, are stated in the figure caption.
Figure 2.7 - $^{29}$Si MAS-NMR of H1 reactions (Cl$_3$SiPh + H$_2$SO$_4$) quenched with lithium amide after different reaction times (see Methods), showing the changes that develop in silicon environments as a function of reaction time. Reaction times are marked on the spectra. The figure suggests that for short times the silicon is coordinated mainly by chlorine and oxygen, as expected from equation (i), but that at longer times the chlorine component of already-hydrosulfated molecules is being progressively eliminated by attack of second and third sulfuric acid molecules in preference to the intended formation of additional Cl$_3$SiSO$_4$H. The PhSiO$_3^-$ attribution was made based on references$^{34,35}$.

Mixed anion compound: SiP$_2$S$_2$

The mixed anion compound warrants its own discussion, due to the striking differences between this and the compounds described earlier in this Chapter. First, this
compound is a very viscous liquid, and its physical state is highly dependent on the preparation method. If the reaction temperature is much higher than 100°C, the sample readily crystallizes after the evolution of benzene and hydrochloric acid. Therefore, to keep this compound as a liquid, it has to be prepared in small batches (around 200 mg at a time). After crystallization, this compound is soft much like succinonitrile.

The conductivity of both liquid and solid states were assessed, Figure 2.8. Although the conductivity values of the liquid state fluctuate and do not follow the Arrhenius law, the crystallized sample shows a linear correlation. It is remarkable that the conductivities in both states are comparable. That suggests that the protonic relaxation time might be uncoupled from the structural relaxation time.

![Figure 2.8 – Arrhenius conductivity plot of SiP$_2$S$_2$ in the liquid and solid states. Phosphoric acid$^{17}$ is shown for comparison.](image-url)
Structural characterization of SiP₂S₂ was carried out by liquids ¹H, ³¹P and ²⁹Si NMR (Figure 2.9) along with FT-Raman spectroscopy (Figure 2.10). The latter technique was performed in the liquid and crystalline states. The ¹H NMR shows acidic protons above 10 ppm and the presence of unreacted phenyl groups around 7 ppm. The ³¹P NMR shows that there is mainly one phosphorous environment at 2 ppm, which is close in position several hydrogenphosphates: MgHPO₄·3H₂O (1.6 ppm)³⁹, NaH₂PO₄·H₂O (2.3 ppm)⁴⁰ and K₂HPO₄·3H₂O (2.1 ppm)⁴⁰. There are very small additional peaks at -11 ppm, attributed to policondensate phosphates.

![Liquid state ³¹P (left hand panel) and ¹H NMR of SiP₂S₂. The spectra were taken of the neat samples, and externally referenced to Phosphoric acid 85% and TMS, respectively.](image)

**Figure 2.9** – Liquid state ³¹P (left hand panel) and ¹H NMR of SiP₂S₂. The spectra were taken of the neat samples, and externally referenced to Phosphoric acid 85% and TMS, respectively.

The FT-Raman spectra of both liquid and crystallized forms are shown in Figure 2.9. The spectra are dominated by the very intense phenyl normal modes making the identification and interpretation of the very important sulfate and phosphate modes very difficult. The phenyl normal modes are located at 615, 999, 1031, 1165 and 1588 cm⁻¹ and are more or less within the 4 cm⁻¹ error of the instrument from the literature values of
triphenylchlorosilane\textsuperscript{41}. The peak at 320 cm\textsuperscript{-1} is attributed to the skeletal mode of SiCl-bonds\textsuperscript{41}. The peaks at 730, 900 and 1128 cm\textsuperscript{-1} can be attributed to νP-O-P\textsuperscript{42}, ν\textsubscript{s}S-O-H\textsuperscript{28} and νP-O\textsuperscript{42}, respectively. The νP-O-P\textsuperscript{42} assignment suggest a certain degree of P\textsubscript{2}O\textsubscript{7} groups present in the compound. Additionally, we can observe that the spectra are essentially unchanged as a function of crystallization. This result suggests that the solidification of the material is not coming from a polymerization reaction upon standing or a complex gelation process, but rather the crystallization of the liquid form.

**Figure 2.10** – FT-Raman spectra of SiP\textsubscript{2}S\textsubscript{2} in viscous liquid form (black line) and crystalline form (red line). The spectra were taken of the same compound, days apart, before and after crystallization took place.

**Trial fuel cell applications**

While our emphasis in this chapter is on the discovery of a new class of solid acids, the remarkably high conductivities shown in Figure 2.3 suggest that these materials might be strong candidates for electrolytes in all-solid state fuel cells. Since the chlorosilyl hydrogensulfates hydrolyze in water to generate a siloxane and hydrochloric acid, H\textsubscript{4},
MetOxH1 and SiP$_2$S$_2$ were the candidates of choice for fuel cell performance tests. Tests were carried out in the same Teflon sandwich cell described in a recent paper from this group$^7$. Polarization and power curves for these MEAs using the above proton conductors immobilized with the help of a Viton gasket are shown in Figure 2.11. H$_4$ was spread uniformly in a Viton gasket and placed between the GDEs. SiP$_2$S$_2$ was impregnated in quartz filter paper while in the viscous liquid state, and the GDEs were carefully placed on both sides forming the MEA. The membrane was then left to stand until the material solidified. In the case of MetOxH1, the electrolyte was placed between 2 sheets of Celgard 3401 and GDEs were placed on either side of the newly formed membrane. It was observed that MetOxH1 does not attack Celgard like H$_4$ and the chlorinated compounds. The use of Celgard in this case was an attempt to fuel crossover. Finally, all of the MEAs were pressed with a vice to ensure good contact.
Figure 2.11 - Polarization and power density curves for fuel cells using MetOxH1 (solid lines), H4 (dashed lines) and SiP2S2 (dotted lines) as the solid electrolytes. Even though the open circuit potential is considerably lower than the theoretical value in all cases shown, remarkably high maximum current densities of 640, 225 and 207 mA/cm² were obtained. Although these are promising results, the fuel cell of H4 is not stable over time, possibly due to the hydrolysis of the electrolyte. These results are not iR corrected.

The open circuit voltages are well below the theoretical value, possibly due to contact issues in the 3-phase boundary (gas/solid electrode/solid electrolyte) and fuel crossover. Similarly, many examples of solid acid fuel cells in the literature have OCVs well below the theoretical value of 1.2 V, as shown in Table 2.1. For example, the solid acid Tl₃(HSO₄)₂ exhibited a maximum OCV of 0.83V. Although the open circuit voltages might appear comparatively low against the state of the art cesium-based plastic crystals (CsHSO₄)₁, Cs(H₂PO₄)₄, Cs(HSO₄)(H₂PO₄)₂, the open circuit current density is almost 6 (H4) and 15 (MetOxH1) times higher than the first solid acid fuel cell described in the
literature\textsuperscript{4}, despite operating at much milder temperatures. Compared to $\text{Ti}_3(\text{HSO}_4)_2$\textsuperscript{44}, MetOxH\textsubscript{1} maximum current density is some 5 orders of magnitude higher. The highest OCV shown in Table 2.1 still belongs to the first solid acid fuel cell, (CsHSO$_4$)$^4$ with 1.11V, but that compound only produced 44 mA/cm$^2$ of current density at short-circuit and 12 mW/cm$^2$ power densities.

**Table 2.1 –** Summary of solid acid fuel cell electrolytes and their fuel cell performances. Reproduced from reference\textsuperscript{9}.

<table>
<thead>
<tr>
<th>Electrolyte</th>
<th>Electrocatalyst mixture</th>
<th>Electrode</th>
<th>Assembly method</th>
<th>Operating conditions</th>
<th>Open circuit voltage</th>
<th>Peak power density</th>
<th>Current density</th>
</tr>
</thead>
<tbody>
<tr>
<td>CsHSO$_4$, 1.37 mm thickness</td>
<td>CsHSO$_4$, Pt, C and a volatile organic with mass ratio of 6:10:1:1, 30% Pt/C (Volcan), 1 mg Pt cm$^{-2}$</td>
<td>Porous graphite</td>
<td>Room temperature pressing method, 450 MPa</td>
<td>150 to 160°C, water 1.11 V saturated H$_2$ and O$_2$ feed</td>
<td>2 mW cm$^{-2}$</td>
<td>8 mA cm$^{-2}$</td>
<td></td>
</tr>
<tr>
<td>CsHSO$_4$/alumina</td>
<td>Porous carbon</td>
<td>Hot pressing for 2 minutes at 130°C and 1000 kgf</td>
<td></td>
<td>0.8 ± 0.05 V</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CsSO$_4$/porous glass filter paper</td>
<td>20% Pt/C, 0.4 mg Pt cm$^{-2}$</td>
<td>Carbon cloth impregnated with Nafton$^6$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CsOH$_3$PO$_4$, 280μm thickness</td>
<td>CsOH$_3$PO$_4$, Pt, C and naphthalene with mass ratio 6:10:1:1 18 mg Pt cm$^{-2}$</td>
<td>Carbon paper</td>
<td>Room temperature pressing method, 340 MPa</td>
<td>235°C, humidified H$_2$ and O$<em>2$ feed, $P</em>{H2O} = 0.3$ atm.</td>
<td>1.003 V</td>
<td>48.9 mW cm$^{-2}$</td>
<td>301 mA cm$^{-2}$</td>
</tr>
<tr>
<td>CsH$_3$PO$_4$, 100μm thickness</td>
<td>7.6 mg Pt cm$^{-2}$</td>
<td>Porous stainless steel</td>
<td>Humidified H$_2$ and O$_2$ feed</td>
<td></td>
<td></td>
<td>134 mW cm$^{-2}$</td>
<td>528 mA cm$^{-2}$</td>
</tr>
<tr>
<td>CsH$_3$PO$_4$, 25 μm to 36 μm thickness</td>
<td>CsH$_3$PO$_4$, naphthalene, Pt and 50% Pt/C with mass ratio 3:0.5:3:1.7 mg Pt cm$^{-2}$</td>
<td>Porous stainless steel</td>
<td>Slurry deposition and pressing method</td>
<td>Humidified H$_2$ and O$<em>2$ feed, $P</em>{H2O} = 0.3$ atm.</td>
<td>0.96 V on average and maximum of 1.01 V</td>
<td>287 to 415 mW cm$^{-2}$</td>
<td></td>
</tr>
<tr>
<td>CsH$_3$PO$_4$/SiO$_2$, 1.3 mm thickness</td>
<td>Pt/C carbon paper Pt loadings: 1 mg cm$^{-2}$</td>
<td>Pt/C carbon paper</td>
<td>Room temperature pressing method</td>
<td>0–30% humidity</td>
<td>0.96 V</td>
<td>68 mW cm$^{-2}$</td>
<td></td>
</tr>
<tr>
<td>CsH$_3$PO$_4$/SiO$_2$, 0.5 mm thickness</td>
<td>Pd anode and Pt cathode</td>
<td></td>
<td>Room temperature pressing method, 300 MPa</td>
<td>No humidification of 0.85 V H$_2$ and O$_2$ feed</td>
<td>0.85 V H$_2$ and O$_2$ feed</td>
<td>8 mW cm$^{-2}$</td>
<td>80 mA cm$^{-2}$</td>
</tr>
<tr>
<td>KF/POJH$_3$, 0.5 mm thickness</td>
<td>KF/POJH$_3$, Pt/C and PTFE in 3:1:1 weight ratio (catalyst loading: 1 mg/cm$^2$)</td>
<td>Carbon paper</td>
<td>Room temperature pressing method</td>
<td>3% humidification of 0.65 V H$_2$ and O$_2$ feed</td>
<td>0.65 V H$_2$ and O$_2$ feed</td>
<td>0.15 mW cm$^{-2}$</td>
<td></td>
</tr>
</tbody>
</table>

It is important to note that the solid acid fuel cell tested in this work did not require humidification or high pressure assembly. We are confident that further experiments with attention to fuel crossover problems will lead to OCVs that are closer to the theoretical value, in which case the maximum power output would become rather high when compared to other solid acids. It has not escaped our attention that our fuel cell apparatus is somewhat primitive compared to many of those in the literature and might not be ideal when testing...
solid acids. Future work will include improved designs of fuel cells and MEAs to mitigate the fuel crossover problems.

2.5 Conclusions

A new class of solid-state solid acids were prepared with remarkably high conductivities. The structural characterization shows that no excess sulfuric acid is present, and the conductivity is due to the high proton mobility in the new solid compounds. Although some compounds are indeed mixtures formed in the syntheses, their conductivities are still practical for application in fuel cells. The fuel cell measurements showed the feasibility of the application of select compounds as solid state electrolytes. Future work will include proton diffusion studies via NMR, X-ray diffraction measurements and differential scanning calorimetry measurements to assess glass transition temperatures. Finally, further fuel cell performance studies will be carried out where the focus will be directed towards mitigating fuel cross-over effects and thus obtaining OCVs closer to the theoretical value.
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CHAPTER 3

A NEW CLASS OF FAST ALKALI ION CONDUCTORS: INORGANIC PLASTIC CRYSTALS

3.1 Introduction

The importance of high power portable electrical energy needs no emphasis in a society as devoted to cell phones and laptop computers as ours. The current devices are almost all powered by lithium battery systems in which the ion charge flow that compensates the electron flow from anode to cathode, moves through a liquid electrolyte, commonly immobilized in a gel matrix. In an article assessing conductivity loss due to ion pairing in low dielectric solvents, it was recently lamented, that "there seems to be little alternative to the compromise that is being made in the adoption of the low ionicity... mixed solvent systems that are currently in use". Here we contradict this conclusion by introducing a new class of ionic conducting medium in which the alkali cations are the only mobile species but, unlike their superionic glass relatives, they conduct as well as the liquid electrolytes while being free of their disadvantages. The new materials are salts of alkali cations in which the alkali cations take advantage of rotation of large anions to move freely through the waxy solid medium (glass-like transition at -85ºC), with particular advantages at sub-zero temperatures. Containing anions with elements Si, S, and oxygen, they are non-volatile and non-flammable, inoxidizable, and cheap. Like other plastic crystals, the
materials exhibit (near -90°C) a glass-like transition where the rotational relaxation time exceeds the measuring time scale.

The problem of moving alkali cations from anode to cathode compartments of electrochemical devices has previously been solved in a number of different ways, each having its own set of advantages and disadvantages. The solution preferred for most devices at this time is transport of Li$^+$ ions through a molecular solvent blend. The blend is used because no single solvent can dissolve the preferred salt LiPF$_6$ and at the same time yield a sufficiently high ion mobility. The problem is solved by mixing a high polarity but viscous component with an equal amount of a low dielectric constant, low viscosity, co-solvent to increase ion mobility. The "standard electrolyte" used in common lithium ion batteries is LiPF$_6$ dissolved in 1:1 ethylene carbonate-dimethyl carbonate$^2$. The solution is often supported within a gel structure. A sacrifice is made in safety (flammability), and also in ionicity$^1$ and transport number, but the gain in conductivity is the dominant consideration. This solution also seems to be the most satisfactory for use with high voltage cathodes because the carbonates decompose to form very stable interphases - a subject beyond direct discussion in this paper.

A modification of the liquid electrolyte approach that eliminates the molecular solvent, with increase in safety, is the use of ionic liquid solvents for the lithium salt$^{3,4}$ but this strategy also has the problem that the lithium ion becomes the least mobile species in the mixture$^{5,6}$. This is due to its greater charge intensity that leads it to dominate the electrostatic (or charge polarization) competition for nearest neighbor anions so that it "digs itself a trap". This long-recognized problem$^7$ is minimized by choosing the least polarizable
anions possible, hence the predominance of fluorinated anion species in electrolytes of this type. While cells with such electrolytes can function with high cyclability, the lithium ion current, hence also power, is seriously restricted.

An alternative strategy for avoiding molecular solvents, one that also solves some problems stemming from the liquid character of the previous approach, (but does not solve the low conductivity or Li⁺-trapping problems) has been promoted by MacFarlane et al. It involves the use of organic cation salts in plastic crystalline states as solvents in which smaller amounts of lithium salts, usually with the same anions, can be dissolved. It is a modification of an earlier binary salt plastic crystal approach, which had failed to provide high conductivities. Plastic crystals have also been used as molecular solvents with moderate success.

Other approaches to this "electrolyte problem" have included crystalline fast ion conductors like sodium β" alumina, LISICON and, more recently, complex partly crystalline Lithiophosphate which is more conductive than the "standard" electrolyte, and the crystalline thiophosphogermanate which has the same conductivity as the standard. They can work rather well, partly because the alkali cation is now not only the most mobile ion but usually the only mobile ion. However, except for isolated examples like the extraordinary pure single crystal β" alumina (σ₂₅°C = 0.18 S/cm), the recent but toxic thiophosphogermanate crystal and the remarkable glass ceramic, their conductivities are well below 10⁻² S/cm at ambient temperature. Furthermore, β" alumina can only be used in its polycrystalline state which is much less conducting than the pure single crystal.
Fast ion glassy and glass-ceramic electrolytes\textsuperscript{14,15} appear rather promising, insofar as they can be obtained in the high conducting state by in-situ processing\textsuperscript{16}, while retaining the single ion conductor advantage, but to date they remain limited by their conductivities that rarely exceed $10^{-3}$ S/cm.

It is against this backdrop that we have sought to develop a new type of plastic crystal ion conductor, one in which the only mobile species is the alkali cation. The key idea is to ensure that the second nearest neighbor of the alkali cation is a high charge (oxidation number) Lewis acid species, as it is in the alkali metal fast ion conducting glasses. There is a special advantage of plastic crystals over glasses. Glasses only retain their shape up to the glass transition temperature, $T_g$, where the shear modulus decays to zero on the 100 sec time scale. Plastic crystals also exhibit the glass transition (if they do not first reorganize to closer-packed non-rotator states\textsuperscript{17}) but, in contrast to glasses, they retain their solidity (finite shear modulus) up to far higher temperatures. This opens the door to far higher solid state conductivities than have been attained with superionic glasses, as will be seen.
Figure 3.1 - The system succinonitrile-glutaronitrile, showing the depression, and then complete suppression, of the ordering transition of succinonitrile by incorporation of glutaronitrile into the rotator phase lattice. Reproduced with permission from reference 79.

The problem of metastability can often be solved by mixtures, in the same way as glassforming systems can often be generated by judicious mixing of systems that may not be glassforming themselves (witness the classical calcium nitrate-potassium nitrate (CKN) system). Our model system of this type, for the plastic crystal case, is the succinonitrile-glutaronitrile (SN-GN) system of recent study17. (Succinonitrile, CH₂(CN)₂, itself has been explored as a molecular plastic crystal host for ionic transport10). The phase diagram for the SN-GN system is shown in Figure 3.1 where it is seen that the addition of 15% of GN to SN completely suppresses the ordering transition, opening a domain of rotator phase dynamics down to the almost composition-invariant glass transition temperature, for study. Whether or not these are actually in ground thermodynamic states is not an issue in their investigation.
Plastic crystals are usually characterized by the presence of asymmetric particles of globular or short tube-like character, of which the succinonitrile molecule is a good example. Our interest in the possibility of ionic systems of this type has been stimulated by the discovery of siphoric acid, a silicophosphate molecular substance of interest in connection with enhancement of phosphoric acid type fuel cell performance\textsuperscript{18}. While phosphate glasses have not in general been good glassy state alkali metal conductors, the possibility of sulfate oxygens, with their lower charge densities, being more amenable to Li\textsuperscript{+} mobility, has seemed more attractive.

3.2 Methods

3.2.1 Preparation of the materials

\textbf{LiSiCl}_3(\textbf{SO}_4), \textbf{Li1}: excess trichlorophenylsilane (97\%, Sigma-Aldrich) was added to sulfuric acid (99.999\%, Sigma-Aldrich) in a 1:1 mol ratio under nitrogen atmosphere. The mixture was kept under constant stirring in an open vial for different times depending on the preparation: 8 minutes, 32 minutes or 3h30 minutes (approximate times). The final product is a white solid (H1) and a colorless, transparent liquid (presumably benzene and excess starting silane, confirmed by $^1$H-NMR). Lithium amide 95\% (Sigma-Aldrich) is added to the resulting solid acid generating ammonia and the final soft solid, Li1.

\textbf{Li}_3SiCl(\textbf{SO}_4)_3, \textbf{Li3}: excess chlorotriphenylsilane was solubilized in 1,2-dichloroethane and added to sulfuric acid (99.999\%, Sigma-Aldrich) in a 1:3 mol ratio under nitrogen atmosphere. The mixture was kept under constant stirring in an open vial for approximately 20h. The final product is a transparent yellow solid (H3) in 1,2-DCE. The solvent was
evaporated under gentle N\textsubscript{2} flow and washed several times with dichloromethane. Finally, lithium amide 95\% (Sigma-Aldrich) was added to the solid acid generating ammonia and the final soft solid, Li3.

\textbf{LiSi(CH\textsubscript{3})\textsubscript{3}(SO\textsubscript{4})}, \textbf{LiMethyl}: trimethylphenylsilane (99\%, Sigma-Aldrich) was added to sulfuric acid (99.999\%, Sigma-Aldrich) in a 1:1 mol ratio under argon atmosphere (with slight excess of silane). The mixture was kept under constant stirring for 30 min. The final product is a yellow liquid. NMR: \textsuperscript{1}H\textdelta= 0.37, 11.29 ppm; \textsuperscript{13}C\textdelta= -0.67 ppm; \textsuperscript{29}Si\textdelta= 37.34 ppm. Lithium chloride was added to the liquid in a 1:1 molar ration and left stirring for 48 hours under inert atmosphere. Then the product was homogenized in an agate mortar and pestle, resulting in a soft waxy solid. The waxy solid was incorporated in Celgard 3401 by applying pressure with the mortar and pestle.

\textbf{3.2.2 Materials characterization}

\textbf{Electrochemistry.} Conductivity data were obtained by the standard complex impedance method. The electrochemical impedance spectra (EIS) were collected in a PARSTAT VMP2 using 10-100 mV sine amplitudes and a frequency range of 200 KHz to 10 Hz. The samples were carefully packed inside a homemade twin Pt electrode glass dip cell, under inert atmosphere. The cyclic voltammogram of Li1Li3 was obtained with a PARSTAT VMP2 at 1 mV/s. Under argon atmosphere, the sample was impregnated in Celgard and placed inside a stainless steel coin cell with Li foil anode and LiFePO\textsubscript{4} cathode purchased from MTI Corporation. The cyclic voltammogram of LiMethyl was obtained in a PARSTAT 2273 at 20 mV/s. The sample was impregnated in Celgard and placed inside a stainless steel coin cell with 2 Li foil electrodes, under argon atmosphere. The lithium ion
transference numbers were obtained by the potentiostatic polarization method described in the literature\textsuperscript{19,20} using a PARSTAT VMP2. The electrolytes were packed in coin cells with 2 lithium foil electrodes. First, an EIS was recorded with a 10 mV sine amplitude and immediately after that a DC polarization of 10 mV was applied to the cell. The current response was recorded for 1h until the steady state was reached. Finally, another EIS with a sine amplitude of 10 mV is recorded. Then the transference number was calculated with the equation
\[
t_+ = \frac{I_{ss}(ΔV-I_0R_0)}{I_0(ΔV-I_{ss}R_{ss})},
\]
where \(I_{ss}\) is the steady state current, \(ΔV\) is the DC bias, \(I_0\) is the initial current, \(R_0\) is the initial electrolyte resistance and \(R_{ss}\) is the steady state electrolyte resistance.

**Nuclear Magnetic Resonance Spectroscopy.** The solid-state NMR data were obtained using a Bruker 400 MHz AVANCE III spectrometer equipped with a 4 mm double resonance broad-band magic angle spinning probe. \(^1\text{H}\) NMR data for the solid acid H1 and the lithiated version of it Li1, were collected by placing the corrosive materials into 50 µL Kel-F rotor inserts obtained from Bruker. Although using a rotor insert reduces the amount of sample in the active volume of the probe, it minimizes the risk of the probe being exposed to corrosive materials. \(^1\text{H}\) MAS NMR spectra of these materials were collected using a 4.0 µs \(π/2\) pulse, a recycle delay of 15 seconds and 4 scans. All solid-state NMR spectra were collected with a MAS rate of 5 kHz, and the probe temperature maintained at 25 °C. The \(^1\text{H}\) chemical shifts were externally referenced to TMS in the solid state using adamantane (\(^1\text{H}\)\(δ=1.63\) ppm)\textsuperscript{21}.
**Differential Scanning Calorimetry.** Measurements were made using a DSC-7, Perkin Elmer. The calibration was done immediately before the measurements by the two-point method with indium (melting point at 156.6°C) and cyclohexane (solid-solid transition at 86.6°C) as the references for high and low temperature regions, respectively. The samples were sealed in aluminum pans under nitrogen atmosphere and scanned at a rate of 20K/min under helium atmosphere.

### 3.3 Results and Discussion

Samples in this study were prepared by two-step reactions. First, a solid acid precursor is prepared as described in Chapter 2. The second step consists of neutralizing the precursor with lithium amide or lithium chloride, which yields soft, waxy white solids products. These indeed prove to have remarkably high conductivities as shown in the Arrhenius plot, Figure 3.2. The synthetic methods, and the thorough structural characterization of the acid precursor compounds (and indeed some of the lithium salts) were reported in Chapter 2. The reaction mechanism involves the protonation (and subsequent elimination as benzene) of the phenyl groups in the silyl reagents. This reaction mechanism\(^\text{22}\), was used in the past to substitute phenyl groups by triflates as an attempt to make silylating agents for organometallic chemistry\(^\text{23,24}\). The selectivity of the reaction of an acid towards the phenyl groups, as opposed to the chlorines\(^\text{24}\), allow for the synthesis of silyl hydrogensulfates with different numbers of chlorides in the same molecule. The mechanism, difficulties and detailed structures are found in Chapter 2.
Figure 3.2 - Arrhenius plots of conductivities of the new solid state conductors (colored squares) and select literature compounds (solid lines): the crystalline $\text{Li}_{10}\text{GeP}_2\text{S}_{31}$; the standard electrolyte $\text{LiPF}_6$ in organic carbonates; and two solutions in plastic crystals. Even though the new compounds presented in this work have comparable conductivities with the plastic crystal solutions already presented in the literature, it is important to remember that in the latter systems the lithium ion transference number is smaller than unity; in the new systems, all of the ionic current should be due to $\text{Li}^+$. The best candidate for battery applications would appear to be that designated LiMe1 $[\text{Li(CH}_3\text{)}_3\text{SiSO}_4]$. In the case of the LiMethyl compound, the conductivity is even higher than the PC solutions presented.

Although the soft, waxy lithium salts obtained in this work are very highly conducting, they are prone to crystallization events that turn them into hard powders of low conductivity. The crystallization can happen suddenly on heating the sample to higher temperature (e.g. 90°C), as seen in the DSC study of Li1 in Figure 3.3, or just by letting the sample rest for 24h or more at ambient temperature. Before crystallization the materials
behave like those of Figure 1, exhibiting a glass transition on cooling, and on reheating, at around -80ºC, see Figure 3.3 and insert. On crystallization, the conductivity of the materials drops several orders of magnitude which renders them unsuitable for energy applications. To avoid the crystallization, a suitable second component needs to be found, as exemplified in Figure 3.1. The solid solution was obtained simply by mixing the freshly made salts with the help of a mortar and pestle, or by ball milling for an hour or two.

Figure 3.3 – Differential scanning calorimetry study of Li1. In the insert, bottom left, the \( T_g \) is shown around -80ºC. Note the ordering process that (during cooling) begins abruptly at 80ºC ends in a (cooling) glass transition at -80ºC as the rotational degrees of freedom are arrested in a glass transition. Note that not only the crystallization (ordering) event is irreversible, but that also the glass transition is suppressed after the first heating/cooling cycle.

A major early concern, that the high conductivities we were recording were due to protons that had not been completely eliminated in our preparation, is put to rest by the \(^1\)H MAS NMR spectra of Figure 3.4. The quantitative NMR experiment shows that, by using
the phenyl group elimination for preparation of the precursor solid acid, the possibility of excess H$_2$SO$_4$ has been eliminated and, further, that the vast majority of the acidic protons can be neutralized by the reaction with lithium amide.

![Figure 3.4 - MAS $^1$H NMR of the precursor (on top) and Li1 (bottom) showing that the lithiation process adopted in this work successfully suppresses all of the protons in the Li1 compound (Figure adapted from reference\textsuperscript{27}).](image)

**Figure 3.4** - MAS $^1$H NMR of the precursor (on top) and Li1 (bottom) showing that the lithiation process adopted in this work successfully suppresses all of the protons in the Li1 compound (Figure adapted from reference\textsuperscript{27}).

**Electrochemical measurements**

That the new compounds are promising candidates for all solid state lithium-ion batteries has been confirmed by cyclic voltammetry using the high voltage LiCoO$_2$ and LiFePO$_4$ cathodes. Coin cells were built using Li foil anodes and the LiMethyl and Li1:Li3 electrolytes incorporated in Celgard (Methods section). The cyclic voltammograms show
the reversible Fe$^{+3}$/Fe$^{+2}$ pair in the case of Li1:Li3 (Figure 3.5a) and Co$^{+3}$/Co$^{+2}$ pair in the case of LiMethyl (Figure 3.5b) for many cycles.

Figure 3.5 – a) Cyclic voltammetry of a Li/Li1Li3/LiFePO$_4$ half cell and b) EIS spectrum of the same cell (right). The cyclic voltammogram shows the lithium intercalation-deintercalation in the cathode at 3.5 V vs Li. With increasing cycle number, the current of the Fe$^{+2}$/Fe$^{+3}$ oxidation increases and the oxidation of the impurity at 3 V decrease until it is completely depleted by the 6th cycle. The EIS shown on the right of the same cell is typical of an intercalation cathode/Li half cell$^{28}$.

Confirmation that the lithium ions are responsible for the high conductivities reported in Figure 3.2 was obtained by lithium transference number measurements. The transference numbers were obtained by the usual impedance/DC polarization method for solid state electrolytes described in the literature$^{19,20}$ (see Methods section). The LiMethox compound yielded a transference number ~1.00. The transference number for the LiMethyl electrolyte could not be determined at this point, due to currents that were prohibitively high for our potentiostat.

A lithium stripping/deposition plot for the latter cell was obtained using a different potentiostat that allowed for currents of the order of 1 A, and is shown in Figure 3.6. While
there appears to be a certain overpotential for the lithium stripping and deposition (0.9 and -0.9 V vs Li, respectively), the behavior is comparable to that reported for a solid electrolyte cell working at very much smaller currents by reference\textsuperscript{39}. The currents obtained in the present work are very high, especially when considering that this system is an all solid state cell. It is also important to note that no H\textsuperscript{+}/H\textsubscript{2} pair was detected from the lithium stripping/deposition experiment, which again demonstrates that the lithiation was successful.

**Figure 3.6** – All solid state electrochemistry experiments of the LiMethyl electrolyte, incorporated in Celgard 3401. Left hand panel: lithium stripping/deposition at 20 mV/s of the LiMethyl electrolyte, obtained in a symmetrical Li/Li coin cell. Note the very high currents. Right hand panel: Li/LiMethyl/LiCoO\textsubscript{2} half-cell showing lithium insertion through the Co\textsuperscript{3+}/Co\textsuperscript{2+} pair, reversibly around 3.8 V.

### 3.4 Conclusions

At this point our research, that has been aimed at producing a new type of solid state alkali ion conducting material, appears to have been successful. Much remains to be done to the making of lithium batteries and other electrochemical devices based on the
above-described materials as electrolytes. Since the electrolytes contain, or can be prepared to contain, only elements in their maximum oxidation states (oxygen excepted), they should be quite inert to oxidizing conditions at cathodes, hence should offer good possibilities for solving the high voltage cathode side reaction problem. The electrolytes of choice for further study should be LiMethyl and LiMethox, to avoid side reactions of the Li anode with chlorines in Li1Li3 case. It is also possible that this type of electrolyte might be of immediate interest as a solution to the lithium-air cathode problems, and this is one of the domains in which our future work will be concentrated.
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CHAPTER 4

EXCESS THERMODYNAMIC PROPERTIES OF GLASSFORMING LIQUIDS:
THE RATIONAL SCALING OF HEAT CAPACITIES, AND THE
THERMODYNAMIC FRAGILITY DILEMMA RESOLVED.

4.1 Introduction

The concept of fragility in liquids\(^1,2\) has been given a great deal of attention by workers in the viscous liquid and glasses field. While the basic phenomenon has been widely used to classify liquids (and also the related plastic crystal phases that freeze-in orientational degrees of freedom during extended cooling\(^3-5\)), the full understanding of fragility itself is proving slow to arrive.

A development that should have been of help but has instead become a source of confusion, was the proposal of a thermodynamic equivalent of the kinetic quantity, viz. the “thermodynamic fragility”\(^6\). Thermodynamic fragility was defined initially using a dimensionless quantity \(S_{\text{ex}}(T_g)/S_{\text{ex}}(T)\) that was shown to yield a pattern similar to that for the liquid viscosity (log plot) vs scaled reciprocal temperature \(T_g/T\). Studies showed that this quantity, or a more easily determined variant of it (in which \(S_{\text{ex}}(T_g)\) was replaced by \(\Delta H_m/T_g\))\(^7\), correlated quite well with the dynamic quantity log(viscosity). The thermodynamic fragility has the advantage that it could be understood in terms of the molecular parameters of simple excitation models for glassformer thermodynamics\(^8,9\).
Unofficially, several groups have taken the position that thermodynamic fragility should be represented by the excess heat capacity, in unscaled or unsuitably scaled, form. Works like the impressive data collection of Huang and McKenna\textsuperscript{10} that illustrate the lack of correlation of this excess quantity with the kinetic fragility, have become highly cited, and assist in creating a state of disenchantment in the field with thermodynamic fragility as a concept. A primary purpose of this contribution is to point out as strongly as possible that excess heat capacity should not be expected to correlate with kinetic fragility unless it is first subjected to a rational scaling, which has so far not been properly documented.

We commence with a general, and much needed, review of the different sorts of fluctuations that get "frozen in" in the glass transition process, (and indeed define that process) and their connection to response functions that are better known as derivatives of extensive thermodynamic properties, like volume and enthalpy. After all, the glass transition is not only the temperature at which the structure becomes fixed during cooling, but also the temperature at which the slow component of the fluctuations in extensive thermodynamic properties become frozen. Remember that each of the response functions is a sum of components that are collision-based (vibrational time-scale) fluctuations and configuration-based (structural relaxation time scale) and only the latter component time scale is diverging as $T_g$ is approached.

The configuration-based derivative quantities behave very differently from each other with increase of temperature above $T_g$, and this is not often discussed, probably because it is neither well studied nor well understood. We recently showed, for one "model" system, orthoterphenyl (OTP), how the compressibility (particularly the excess over the
vibrational component) increases as $T$ rises above $T_g$, while the excess heat capacity, scaled as we elaborate in this chapter, does the opposite\textsuperscript{11}. The expansion coefficient, being proportional to the product of entropy and volume fluctuations is, not surprisingly, nearly temperature independent.

The common derivative functions, and also their relation to fluctuations according to Landau and Lifschitz\textsuperscript{12}, are:

**Isothermal compressibility**, $\kappa_T = -1/V(\partial V/\partial P)_T = -<(\Delta V)^2>/Vk_B T$ \hspace{1cm} (1)

**Constant volume heat capacity**, $C_v = (\partial E/\partial T)_V = k_B T^2/<(\Delta T)^2>$ \hspace{1cm} (2)

**Constant pressure heat capacity**, $C_p = (\partial H/\partial T)_p = <(\Delta S)^2>/k_B$ \hspace{1cm} (3)

**Isobaric expansion coefficient**, $\alpha_p = 1/V(\partial V/\partial T)_p = <(\Delta S.\Delta V)>/Vk_B T$ \hspace{1cm} (4)

In each case, there will be fast and slow components of the response function, determined by fast fluctuations (like sound waves - fast damping shear modes and slow-damping longitudinal waves - and librations) and slow fluctuations that change the local structure, and potential energy, and entropy. We now examine their behavior in the order compressibility, heat capacity (which is our main concern), and expansivity, before applying the results of our considerations to the question of thermodynamic fragility.

**4.2 Results and Discussion**

**Compressibilities of glassforming liquids.**

We have collected as many data on the compressibility of glassforming liquids as are readily available, and present them, together with some data on non-glassformers, in
Figure 4.1. Since the compressibility of solid phases is generally rather small by comparison with that of liquids, the strongly increasing behavior with increasing temperature must be due to the slow density fluctuations characteristic of the liquid state in every case. This is quite striking to anyone familiar with the oppositely directed behavior of many glassforming liquid heat capacities, indeed almost all liquid heat capacities after the vibrational contribution has been subtracted and, in particular, after the appropriate scaling to which we draw attention in this paper, has been applied.
Figure 4.1 - Compressibilities of glassforming liquids. Solid arrows denote $T_m$ and dashed arrows denote $T_g$. All examples show a jump at $T_g$ and then a linear increase above $T_g$, with slope greater than that of glass or crystal. Extrapolations of available data to $T_g$ would suggest rather small $\Delta \kappa_T$ values for the low $T_g$ liquids like toluene and propanol. For glycerol, and arochlor, data are adiabatic values from sound velocity data, and high and low frequency points indicate the $\Delta \kappa_S$ values (in these cases, the label "glass" means non-relaxing on the ultrasonic time scale). On the scale of this plot, an isothermal value $\kappa_T$ for glycerol is indistinguishable from the $\kappa_S$ datum at the same T. References for the data are given in the legend after each symbol identification. Data for two other liquids that fall in the already crowded portion of Figure 4.1 have been omitted for clarity.

The increased compressibilities, and the temperature dependences of compressibility for liquids with low glass temperatures, are quite striking. It should be related to the observations made in negative pressure studies of liquids that show how, at
ambient pressure, these less cohesive liquids are closer to their spinodal limits of mechanical stability (which lie at negative pressures hence are not much studied). The stability limit in question is the stability against cavitation under isotropic tension (which is the formally correct meaning of "negative pressure". The cavitation event returns the system to its stable state of an ambient pressure liquid in equilibrium with its vapor. Simple theory (e.g. van der Waals) tells us that as the mechanical stability limit is approached, the compressibility must diverge, which is all we need to understand the pattern of Figure 4.1.

There are experimental data to support the above reasoning. The experimental limits to stretching of simple liquids like heptane and ethanol at 25°C, which agree with the theoretical expectations, are reported by Caupin et al.\textsuperscript{13} to lie in the range -20 to -30 MPa (-200 to -300 atm), while that for OTP is much larger, namely at about -120 MPa\textsuperscript{14-17}. Since ambient pressure (for which all Figure 4.1 data are presented), is much further from the spinodal limit in the case of OTP than in the case of ethanol or heptane, the fluctuations in volume of the former should be much smaller than those of the latter. This would rationalize the relation between the $\kappa_T$ values and also their temperature dependence, seen in Figure 4.1.

**Heat capacities of glassforming liquids, and a problem**

The heat capacity "jump" observed at the glass transition, which is a consequence of the increase in mean square entropy fluctuation in the time window of the experiment in which "broken ergodicity" is being restored, is a highly variable quantity amongst different glassforming materials. For some glassformers, the liquid heat capacity at $T_g$ can be as much as three times the glassy state value, e.g. H$_2$SO$_4$.3H$_2$O\textsuperscript{18,19}. The ratio $C_p(0)/C_p(g)$ at $T_g$
is particularly marked for hydrogen-bonded liquids and for molecular liquids with very low glass temperatures\textsuperscript{20}. On the other hand, it can be a tiny fraction of the glassy state heat capacity in other cases, like truly dry SiO\textsubscript{2} (or its weak field analog BeF\textsubscript{2}), and especially glassy water itself\textsuperscript{21}. In the case of very low temperature molecular glassformers, the heat capacity is increasing rapidly as the glass transition is approached from above, whereas with SiO\textsubscript{2} and BeF\textsubscript{2} the opposite is true.

These trends are very diagnostic in theoretical considerations of viscous liquids and the glassy states, but before they can be properly considered another and different problem has to be confronted. The problem is that a diagram like Figure 4.1 cannot be constructed with simple molar heat capacity data because the value of the molar heat capacity depends very much on how many atoms or structural groups make up the molecule. The reason for this is not difficult to see, but correcting for it is not straightforward and has been the subject of much discussion and argument concerning what constitute the "rearrangeable entities" or "beads" in a given glassformer. These are needed so the molar heat capacity can be scaled to heat capacity "per mole of beads"\textsuperscript{22-25}. It is obvious enough for an elemental glassformer like Se, but what is it in a case like the fragile liquid 1,3-diphenyl-1,1,3,3-tetramethyldisiloxane (PMS) for which complete thermal characterization is available\textsuperscript{26}. Perhaps more acutely, how should we scale the heat capacity for the model "strongly correlating" molecular liquid, tetramethyl-tetraphenyl-trisiloxane, a commercial silicone oil (DC704) used by Gunderman et al. to predict the density scaling exponent, and show that the Prigogine-Defay ratio is close to unity, for "simple" liquids\textsuperscript{27}. This difficulty motivates a major component of this article because a satisfactory resolution
is necessary before an appropriate comparison can be made with the density fluctuation-based behavior reported in Figure 4.1.

**Scheme 1.** Molecular structures for 1-butene, propylene carbonate (PC), orthoterphenyl (OTP), 1,3-diphenyl-1,1,3,3,-tetramethyldisiloxane (PMS), and DC704. The molar heat capacities of liquid at $T_g$ and at 298.15K are under each structure.

Looking at the thermodynamic definitions above, one notes that except for the heat capacity, the response functions contain a scaling by an extensive property, namely the volume of the material whose change of volume with temperature (or pressure) is being measured. The lack of an absolute value for the enthalpy eliminates a similar scaling for $(\partial H/\partial T)_p$ which results in heat capacities, and jumps in heat capacity, that increase with the size of the molecule, at least when the molecule has many flexible units. For making
comparisons of the heat capacity, and the jump in heat capacity at T_\text{g}, amongst different substances it has been obvious that some sort of scaling is necessary.

The answer most generally adopted is to present comparisons on a “per bead” basis\textsuperscript{22} where the "bead" is seen as the unit that absorbs the heat by its determination of the potential energy landscape. Nobody is really satisfied with this solution because the definition of a "bead" is very uncertain and leaves much room for subjective adjustment. Some of the efforts are compared in refs\textsuperscript{24,25,28}. Another way of scaling the excess heat capacity is to normalize by the heat capacity of the glassy state at T_\text{g}. This approach, mentioned already above, has been used since the first fragility papers\textsuperscript{1}, and was the one adopted by Huang and McKenna in their exhaustive discussion of thermodynamic vs kinetic fragilities covering many classes of glassformers\textsuperscript{10}. It is a way of making allowance for the fact that in classical physics, the heat capacity of a molecule with n independent (classically excited) particles will be 3nk_B. Furthermore, if some of the vibrations are not excited at T_\text{g} because the bonding interactions are too strong for them to act as independent classical particles, then the degree to which the heat capacity falls below 3R per mole of particles will take their lack of independence, in both glassy and liquid states, into account. The generally unsatisfying correlations that are obtained with this seemingly reasonable approach\textsuperscript{10}, provide one of the motivations for the present article. We make further reference to these later, but first provide our resolution of the heat capacity scaling problem in the following major section.
A new, or unexploited, approach to heat capacity scaling

In refs. 5,6 we made a rather different suggestion, which brings the definition of heat capacity more into line with those for the other response functions. It is based on the recognition that heat capacity can be defined equally correctly as \( \frac{\partial S}{\partial \ln T} \), indeed this has long been one of the bases on which graphical estimates of the Kauzmann temperature for glass-forming liquids have been made\(^{29,30} \). We refer here to the plotting of \( C_p \) for the liquid and crystal states of a glassformer (e.g. glycerol\(^{31} \)) against \( \ln T \) (or \( \log T \)) and extrapolating the liquid heat capacity until the area between it and the crystal heat capacity (bounded at high temperature by the melting temperature) is equal to the entropy of fusion, \( \Delta S_f \) (separate shaded area). Two examples\(^{19,29} \) are shown in Figure 4.2.
Figure 4.2 - Applications of the relation $C_p = (\partial S/\partial \ln T)_p$ in integrated form $S = \int C_p d\ln T$, to estimate the Kauzmann temperature, $T_0$ or $T_K$, for a glassformer glycerol and a non-glassformer (ethylene glycol). From Refs.\textsuperscript{19,29}, by permission.

Now, since entropy, in contrast to enthalpy, does possess an absolute value thanks to the third law of thermodynamics, we can define a scaled heat capacity, by analogy to the expressions for compressibility and expansivity, by normalizing $C_p = (\partial S/\partial \ln T)_p$ by the absolute entropy $S$. Thus we define the rationally scaled heat capacity $C_p^*$ by

$$C_p^* = (\partial S/\partial \ln T)_p/S = C_p/S \ (5)$$

This may be used to present data for different liquids in the same way as we have presented data for compressibility in Figure 4.1, without any reference to beads and such so long as we have access to the molar entropy data. We have discussed this insight elsewhere\textsuperscript{5}, but only briefly, and so here make a full evaluation of its merits and limitations.
First we must recognize a limitation, or at least a complication, in data analysis by this approach. When it comes to mixtures of components, the measurement of compressibility and expansivity remains straightforward. For heat capacity by the above scaling expression, however, one must deal with the entropy of mixing which is not measurable with the same simplicity as the measurement of volume of the solution. For this reason, we will confine our attention to the heat capacities and entropies of pure substances.

In Figure 4.3 we present entropy-scaled heat capacity data in relation to temperature for as many of the substances of Figure 4.1 as possible, and include others for which the compressibilities are not yet available.
Figure 4.3 - (a) Temperature dependence of the new (rationally scaled) heat capacity, \( C_p^* = C_p \) (molar)/\( S \) (molar) for various glassforming liquids. \( C_p^* \) is dimensionless. \( T_g \) and \( T_m \) are marked by arrows to each curve. PD, not previously mentioned, is 1,3-propane diol, data from ref.[23]. References for other data sources are provided in the legend. (b) \( C_p^* \) vs \( T/T_g \). Note the extent to which different liquids are collapsed to a common behavior by this scaling, and the extreme behavior of the liquid with the lowest \( T_g \) (1-butene).

We may note immediately that, (1) molar heat capacities that were spread over a very large range depending on molecular size, are now all found spread around the value unity, and (2) since the total entropy is decreasing as temperature decreases, the effect on the heat capacity has been to increase the number of substances that have total scaled liquid heat capacities \( C_p^* \) that are increasing with decreasing temperature. In fact, it is only propanol that has any positively sloping component at all. We thus make more obvious, the qualitative difference between the temperature dependence of compressibility (Figure 4.1) and that of rationally scaled heat capacity (the first decreasing as the glass transition is approached while the second is now increasing).
Cases like selenium\textsuperscript{32} that are known to be have a sort of phase transition due to a ring-chain equilibrium, peaking near the $T_g$, do not seem so exceptional in this rationally scaled $C_p$ representation.

Furthermore, if we recognize that the part of glassformer physics that deals with the metastable \textit{liquid} state, is mainly concerned with the configurational properties of the liquid state, and accordingly focus attention on the difference between liquid state and glassy (or crystalline) state heat capacities, then we are lead to plot $C_{p,ex}/S_{ex}$ (which we should designate $\Delta C_p^*$ to be consistent with Figure 4.2), against $T$. The more rapid decrease in $S_{ex}$, relative to $S_{(total)}$, leads to an even sharper increase in the scaled (excess) heat capacity with decreasing temperature. This is shown in Figure 4.4. It is strongly suggestive of an impending phase transition, though the order of the transition is not indicated and it is apparently driven by entropy fluctuations, not volume fluctuations.

\textbf{Figure 4.4} - Excess heat capacity scaled by excess entropy as function of temperature, for the molecular liquids of Figure 4.3. The sharply increasing behavior of all these cases, whether strong or fragile in kinetic character, as $T_g$ is approached is quite striking.
Finally, in Figure 4.5, we show the excess heat capacity function in the new scaling, \( \Delta C_p^* \) (i.e. \( C_{p,ex}/S_{ex} \)) against temperature, now normalized by \( T_g \). The arrows now all indicate melting points, which the dubious "2/3 rule" (attributed to Kauzmann\(^3\)) would lead one to expect to fall at 1.5 - indeed most of them are close to this value.

**Figure 4.5** - Rationally scaled excess heat capacity as function of \( T/T_g \). The arrows indicate the equilibrium melting points of the liquids which, according to the "2/3 rule" for \( T_g/T_m \), should lie close to 1.5 on this temperature scale. Note the low and/or slow-rising position of non-fragile liquids, n-propanol, PD, and glycerol, compared with high and fast-rising values of fragile liquids OTP, PMS and PC.

If there were to be any relation between a heat capacity function and the kinetic fragility, it should appear in this figure. One would expect to see propanol, with the lowest kinetic fragility, at one extreme, and propylene carbonate, with the highest kinetic fragility, at the other extreme, with glycerol and PD somewhere in the middle. While this is roughly the case, and while all the fragile liquids lie near the top of the figure, the order amongst
the latter is not correct (to the extent that the kinetic fragility has been correctly attributed). There is much crowding at the fragile end. We give further consideration of these relationships in the last section of this Chapter.

We noted earlier that it is the liquids with the lower $T_g$s that have the most sharply decreasing compressibilities with decreasing temperature (see Figure 4.1). Now we see that it is the same low $T_g$ liquids that have the most sharply increasing heat capacities, with decreasing temperature, and this is made especially striking when the latter are scaled as we are suggesting in this article. It is a challenge to theory to explain this relationship.

**The thermal expansivity**

The thermal expansivity, defined by Eq. 4, is determined by a cross-correlation of volume fluctuation and entropy fluctuation and it is therefore not too surprising to find its behavior in temperature, being some average of the other two, but occasionally taking negative values in the case of anomalous liquids not considered in this paper. Negative values are forbidden for $\kappa_T$ and $C_p, C_v$ that depend on a square of the relevant fluctuation. Since density measurements are so simple to perform and so frequently made, over extended ranges of temperature, expansion coefficients should be widely available.
However, except for a few anomalous liquids like water and some of its solutions, and certain chalcogenides with metal-insulator transitions, they are so uninteresting that they are rarely reported (except in the form of coefficients of a linear equation for the density). We earlier drew attention\textsuperscript{11} to the contrasting slopes of $C_{p,ex}/S_{ex} v T$ and $\kappa_T vs T$ for the particular case of orthoterphenyl. (reproduced in Figure 4.6). The detailed arguments of this paper explain the choice of scaling for the heat capacity used for this plot.

**Relation to Thermodynamic Fragility**

In this section we return to the question of thermodynamic fragility. In particular we ask if the new scaling of $C_p$ leads to any modification of the conclusions of ref.\textsuperscript{10} and others based on the jump of $C_p$, relative to the $C_p$ of the glass at $T_g$, as the primary
quantification of the quantity in question (as was also done, without much consideration of alternatives, in the original paper on this subject\(^1\)). The alternative proposition was that thermodynamic fragility should be judged by the rate at which the excess entropy, relative to its value at \(T_g\), builds up as temperature rises above \(T_g\). The two are rather different. If the excess heat capacity were to remain constant at the value observed at \(T_g\), then the \(C_p\) ratio at \(T_g\) would also indicate the rate at which entropy builds up with increasing temperature, namely:

\[
S_{ex} = \int_{T_g}^{T} \Delta C_p \, d\ln T \quad (6)
\]

However, according to Figs 4 and 5 it does not remain constant and departure from constancy differs for different glassformers. According to the Adam-Gibbs theory of relaxation processes, the relaxation time temperature dependence is controlled by the rate at which the configurational entropy changes with temperature according to

\[
\tau = \tau_0 \exp\left[\frac{C}{T S_c}\right] \quad (7)
\]

Where \(C\) is a constant containing a basic activation energy, and \(S_c\) is the configurational entropy. In testing the Adam-Gibbs theory, \(S_c\) is generally assumed to be the quantity that we have represented as \(S_{ex}\)\(^34\) which is assessed using Eq. (6). Indeed, it is the only easily assessed quantity that can be used except in computer simulation studies of the problem\(^35\). \(S_{ex}\) is the more cautious as it allows for the possibility that part of the excess heat capacity arises from changes in the vibrational density of states with increasing temperature (and volume)\(^36,37\). It probably does not matter much anyway since there is reason to believe that \(S_c\) is proportional \(S_{ex}\)\(^6\).
The build-up of entropy during heating above $T_g$ is correctly represented by Eq. 6 irrespective of the previous discussion of scaling of heat capacity, but since the entropy itself will depend on the size and floppiness of the molecules, it needs to be scaled by the excess entropy at some reference point. In ref.6 this reference point was chosen to be $T_g$, (see Figure 4.7 below) which made possible the construction of an "excess entropy generation" plot which has essentially the same character as the corresponding kinetic fragility plot (same ordering of liquids, notwithstanding their very different chemical characters). In ref.7, on the other hand, it was in effect chosen to be the melting point, by the presence of the readily accessible fusion enthalpy $\Delta H_m$ in an empirical expression for the thermodynamic fragility,

$$m = 56 \frac{T_g \Delta C_p(T_g)}{\Delta H_m}$$ (8)

which was shown to correlate well with the kinetic fragility. This is the same expression as that derived by Wolynes and co-workers from Random First Order Transition (RFOT) theory, except for the numerical constant which was found to be 52 in the latter work.

Noting that the slope of the correlation plot is 1.45, close to the popular relation between $T_m$ and $T_g$, (2/3 rule), Wang et al multiplied the RHS of Eq.(8) by unity ($T_m/T_m$) to obtain a modified version of Eq. (8),

$$m = 56 \frac{(T_g/T_m) \Delta C_p(T_g) T_m}{\Delta H_m}$$ (9)

Which, on substituting $T_g/T_m = 0.66$ and $T_m/\Delta H_m = \Delta S_m$, yields the simple relation:

$$m = 37.5 \frac{\Delta C_p(T_g)}{\Delta S_m}$$ (10)
This was also noted by Lubchenko and Wolynes\textsuperscript{39}. This provides the correlation with the kinetic fragility $m$ index, shown in Figure 4.8. The relation to the "rational scaling" of $\Delta C_{p,ex}$ of the present Figure 4.5, is not difficult to see. If we had an empirical relation between $\Delta S_m$ and $\Delta S(T_g)$ we could convert the Eq. (10) relation to get the thermodynamic fragilities of the liquids of Figure 4.5 from the values of Fig. 5 at $T_g$. The advantage of Eq. (10) is, of course, that there are many $\Delta S_m$ data, compared with few $\Delta S_{ex}$ at $T_g$ data.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.7.png}
\caption{Left hand panel: Earlier studies of the rate at which the excess entropy, scaled by the value at $T_g$ changes with temperature above the glass transition temperature. Right hand panel: A note of caution introduced by the high quality data of ref.\textsuperscript{40} on molecular liquids where it is shown that there are alternative assessments of the excess entropy possible, depending on how the data near, but below $T_g$ are treated (see the cases of toluene and ethyl benzene). (LH Panel reproduced from ref.\textsuperscript{6} by permission of McMillan Press, Inc. RH panel reproduced from ref.\textsuperscript{40} by permission of authors K. L. Ngai and O. Yamamuro, and Amer. Inst. Physics.)}
\end{figure}
Figure 4.8 - The correlation of the Eq. (10) fragility with the kinetic fragility of many liquids (see Table 1 in ref.7). Dashed line is the prediction of Eq. (10) with numerical constant of 40. Note the test of the "2/3 rule" in the insert. (Reproduced from Wang et al., ref.7 with permission of Amer. Inst. Phys.)

4.3 Conclusion

An important conclusion is that it is the increase of heat capacity at $T_g$, relative to the excess entropy of the liquid, not relative to the heat capacity of the glass as initially proposed\(^1\), that is the better indicator of the thermodynamic fragility (if it is to be judged by data at a single point, namely $T_g$). The dangers of this restriction are indicated in the case of kinetic fragility where major differences in the ordering of molecular liquids are found\(^41\) depending on whether the $m$ fragilities, determined at $T_g$ or the $F_{1/2}$ fragilities\(^34\), determined half way between $T_g$ and the high temperature limit, are used. Possible sources of such aberrant behavior on the part of certain liquids have been discussed elsewhere\(^9\).
this reason, the presentation of the whole excess entropy development plots of Figure 4.7, like the whole kinetic fragility plots, are to be preferred over any single point assessments.

The extent to which these considerations will really resolve the issues discussed in ref.\textsuperscript{10} and related papers will only be decided by future more extensive studies, but we hope that the present observations will provide some useful guidelines.
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CHAPTER 5

SUMMARY

This work describes the synthesis and characterization of novel inorganic plastic crystals and their applications as electrolytes in all solid state electrochemical cells. The compounds developed in this work are a series of silicon and sulfate based solid acids and lithium salts, with different ligands in each composition. Both classes of compounds exhibit remarkable ionic (H$^+$ and Li$^+$) conductivity, and functioning cells for both examples are shown. A thorough Introduction of this work in given on Chapter 1, starting with the fundamentals of electrochemical cells and their applications as energy conversion devices. Special attention is given to the role and development of solid state electrolytes in that context. A succinct overview of silicon chemistry is given, and finally a summary of the characterization techniques used in this work are reviewed.

The solid acids were initially developed as precursor compounds for the synthesis of the lithium salts, but their high protonic conductivity, within 20% of liquid phosphoric acid and 3 orders of magnitude higher than the current state of the art in solid acid electrolytes, demanded further research on their own. Chapter 2 is devoted to the development and characterization of the solid acids, cells using these compounds as electrolytes are shown.
Chapter 3 is dedicated to the lithium salts prepared using the solid acids of Chapter 2 as precursors. The resulting compounds are ionic plastic crystals: structurally ordered but orientationally disordered materials, and in this case, they exhibit remarkable ionic conductivity. Electrochemical cells that employ examples of the materials prepared in this Chapter are demonstrated, and it is shown that cycling of cells are possible with these materials.

Finally, Chapter 4 introduces a new approach to the scaling of heat capacities of glassforming liquids. First, thermodynamic response functions of liquids at temperatures above $T_g$ are reviewed – compressibility, thermal expansion and heat capacity. The compressibility and thermal expansion are self-scaled by volume, which allows to the direct comparison of different substances. The opposite is true for heat capacity, and there is much controversy in the literature about a proper scaling method that would allow for comparison of different compounds. Here we attempt to solve the problem by defining heat capacity as an entropy derivative and subsequently scaling it by the absolute excess entropy at $T_g$. The thermodynamic fragility concept is then discussed in the context of the new scaling approach.
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