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The field of exoplanet science has matured over the past two decades with over 3500 confirmed exoplanets. However, many fundamental questions regarding the composition, and formation mechanism remain unanswered. Atmospheres are a window into the properties of a planet, and spectroscopic studies can help resolve many of these questions. For the first part of my dissertation, I participated in two studies of the atmospheres of brown dwarfs to search for weather variations. To understand the evolution of weather on brown dwarfs we conducted a multi-epoch study monitoring four cool brown dwarfs to search for photometric variability. These cool brown dwarfs are predicted to have salt and sulfide clouds condensing in their upper atmosphere and we detected one high amplitude variable. Combining observations for all T5 and later brown dwarfs we note a possible correlation between variability and cloud opacity.

For the second half of my thesis, I focused on characterizing the atmospheres of directly imaged exoplanets. In the first study *Hubble Space Telescope* data on HR8799, in wavelengths unobservable from the ground, provide constraints on the presence of clouds in the outer planets. Next, I present research done in collaboration with the Gemini Planet Imager Exoplanet Survey (GPIES) team including an exploration of the instrument contrast against environmental parameters, and an examination of the environment of the planet in the HD 106906 system. By analyzing archival *HST* data and examining the near-infrared colors of HD 106906b, we conclude that the companion shows weak evidence of a circumplanetary dust disk or cloud. Finally, I measure the properties of the low mass directly imaged planet 51 Eridani b. We combined published *J, H* spectra with updated *L* photometry, new *K1, K2* spectra, and *M* photometry. The new data confirms that the planet has redder than similar
spectral type objects, which might be due to the planet still transitioning from to L-to-T. Model atmospheres indicate a cooler effective temperature best fit by a patchy cloud atmosphere making 51 Eri b an excellent candidate for future variability studies with the *James Webb Space Telescope*.
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Chapter 1

INTRODUCTION

1.1 Brown Dwarfs

Brown dwarfs are the link between the lowest mass stars and giant exoplanets. These substellar objects have masses ranging from $\sim 75 \, \text{M}_{\text{Jup}}$ to a few Jupiter masses and are the tail end of the star formation process, a regime wherein they are considered to form in a manner similar to stars (Chabrier et al., 2000). The existence of brown dwarfs was independently theorized in the 1960s by two different groups, Kumar (1963b,a) and Hayashi and Nakano (1963). They concluded that the hydrogen-burning main sequence limit for Population I stars ranges between 0.07 to 0.075 $\, \text{M}_{\odot}$. Recent work on measuring dynamical masses for brown dwarfs confirms that the brown dwarf upper mass limit appears to be 70 $\, \text{M}_{\text{Jup}}$ (Dupuy and Liu, 2017). Objects with mass lower than this limit will not have hydrogen burning occurring in their core, and will contract to have an electron-degenerate core, preventing the object from collapsing further. Kumar (1963b) originally called these new objects “black” dwarfs; however, Jill Tarter renamed them as “brown” dwarfs (Tarter, 1975) since the term black dwarfs is already used to refer to extremely cool and faint white dwarfs.

As the upper limit for brown dwarfs is determined by the hydrogen burning limit, objects with mass high enough to fuse hydrogen in their cores are classified as stars, and objects with lower masses are classified as brown dwarfs. The lower limit, i.e., the distinction between the most massive planets and the least massive brown dwarfs is poorly understood at this time. A suggested boundary is a mass of 13 $\, \text{M}_{\text{Jup}}$, which is
based on the lower limit for objects to have deuterium burning in their cores (Burrows et al., 1997). Objects with masses lower than this limit are typically referred to as giant planets (Burrows et al., 2001). A separate classification scheme is based on the formation mechanism, i.e., free floating brown dwarfs are objects that form in a manner similar to stars and when orbiting a star they have similar composition as the star while giant planets form in stellar disk typically with higher metallicity than the star (Chabrier et al., 2014). However, while this classification scheme is more physically motivated, distinguishing between the two formation mechanisms is difficult. Measurements of the star to planet C/O ratio have been suggested as a distinguishing feature whereby objects with super-stellar C/O ratio would form via core accretion while similar C/O ratio would be due to gravitational instability (Öberg et al., 2011). Brown dwarfs and imaged planets have similar atmospheric properties, where as they cool condensates form in their atmosphere initially resulting in clouds of iron and silicates in L-dwarfs, before being replaced by salt and sulfide clouds in T-dwarfs and ammonia and water clouds in Y-dwarfs (Burrows et al., 1997; Morley et al., 2012, 2014). However, the atmospheres of low mass imaged planets are not identical to brown dwarfs where imaged planets tend to have redder infrared colors compared to similar temperature brown dwarfs most likely caused by greater cloud opacity (Barman et al., 2011; Marley et al., 2012).

1.1.1 Discovery and Classification

It took 25 years before the theoretical predictions of the existence of brown dwarfs were confirmed with the detection of a faint companion to the white dwarf GD 165 (Becklin and Zuckerman, 1988). The companion was detected as part of a large near
Brown dwarf spectral sequence going from late Ms through to giant planets. The spectra plotted above shows the evolution of brown dwarfs as their atmospheres cool. Late M brown dwarfs are the warmest and have few molecular absorption features. The cooler L-dwarfs show deeper absorption features and in the T-dwarfs we see large portions of the spectral energy distribution carved out by methane gas in the atmosphere. Late T and Y dwarfs have spectral features similar to Jupiters atmosphere even though the planet is much cooler. Permission to reproduce figure granted by M. Cushing and M. Marley.

infrared (IR) survey of 200 nearby white dwarfs, and was found to have an effective temperature of $\sim 2100$ K. However, it was the detection of Gl 229B (Nakajima et al., 1995; Oppenheimer et al., 1995) that heralded the age of brown discovery. The brown dwarf companion to the late-type dwarf GL 229 was confirmed as the first bona fide detection of a brown dwarf, in which a methane signature in the spectrum and the
low luminosity indicated that it had a low effective temperature (<1000 K). With the advent of the Two Micron All Sky Survey (2MASS, Skrutskie et al., 2006a) and the Deep Near-Infrared Survey (DENIS, Epchtein et al., 1999), astronomers were able to scan the entire sky and compare optical data, taken with surveys like the Sloan Digital Sky Survey (SDSS, York et al., 2000), to the near IR, enabling a search for point sources with extremely red near IR colors and without clear optical counterparts. Kirkpatrick et al. (1997) and Delfosse et al. (1997) were amongst the first to present candidate brown dwarfs detected within studies using the 2MASS and DENIS surveys.

The early detections were late M-types and cooler with spectral features matching GD 165B, confirming beyond a doubt the brown dwarf nature of the white dwarf companion. Following these early results, brown dwarfs similar to Gl 229B were also detected using data from SDSS and 2MASS (Strauss et al., 1999; Burgasser et al., 1999; Tsvetanov et al., 2000). Finally, with the detection of three cool brown dwarfs using SDSS, Leggett et al. (2000) presented for the first time a clear spectral series of brown dwarfs spanning temperatures from ∼2000 K to ∼900 K (see Figure 1). These objects included an elusive type of brown dwarfs spanning cooler temperatures which would come to be known as “L-T” transition objects. Brown dwarfs like the first discovery of GD 165B are classified as “L”-type. The “L” spectral type is defined using optical spectra covering 650 – 1000 nm, a region which includes several absorption features: weakening signatures of TiO and VO, and signatures of metal hydride, alkali and H$_2$O that strengthen from late M through the L spectral range. In contrast, brown dwarfs like Gl 229B were classified as “T”-type. The classification scheme proposed originally by Burgasser et al. (2002) and Geballe et al. (2002) and later unified in Burgasser et al. (2006b), utilized near infrared spectra spanning $JHK$ near
IR-bands and focused on the strength of the H$_2$O and CH$_4$ absorption features in this wavelength range to differentiate between different sub-classes.

Over the next decade, astronomers discovered over a thousand brown dwarfs. However, a large difference still existed between the coolest known brown dwarfs and Jupiter in our solar system. Additionally, none of the objects detected showed spectral signatures of ammonia that is common in the atmosphere of Jupiter. One of the primary science goals of the Wide-field Infrared Survey Explorer (WISE, Wright et al., 2010a) space telescope, an all-sky survey telescope studying the sky in the mid IR, was to look for the coolest brown dwarfs using purpose-built filters, specifically the W1 (3.4$\mu$m) and W2 (4.6$\mu$m) filters. Cushing et al. (2011) presented six brown dwarfs that had similar $J$ and $H$ band peaks and two that demonstrated tentative absorption features attributed to NH$_3$ that were classified as a new spectral type, the “Y”-type brown dwarfs. The new spectral type is defined based on a range of spectral and photometric features exhibited by these brown dwarfs (Cushing et al., 2011; Kirkpatrick et al., 2012), including a narrowing of the J-band spectral morphology attributed to absorption by NH$_3$ and a reversal of the near IR color trend whereby the $J – H$ colors of Y-dwarfs appear to be reddened compared to mid and late-T dwarfs.

1.1.2 Brown Dwarf Atmospheres

Understanding the characteristics of a brown dwarf requires an understanding of its atmosphere. The atmosphere provides a window into the properties of the object, and despite being a tiny fraction of the object total mass, it controls the thermal evolution of the brown dwarf. A spectrum of the brown dwarf is a measurement of its atmosphere. Contained in it are the signatures of the various molecules that are present, the surface
gravity, and the effective temperature. The relatively cool temperatures of brown
dwarfs results in the formation of molecules in their atmospheres. These condense to
form clouds that have a strong effect on the emergent flux of the object. One of the
earliest non-gray models for brown dwarf atmospheres was proposed by Burrows et al.
(1997), wherein they presented model atmospheres for objects down to $\sim 100$K and
presented the effects of absorption by molecules such as H$_2$O, H$_2$, and CH$_4$ on the
spectra of these cool brown dwarfs.

There exist a variety of atmospheric models that use different methods of solving
for the emergent spectra. These include models by Lunine et al. (1989); Allard et al.
(2001a); Ackerman and Marley (2001a); Tsuji (2002); Marley et al. (2002); Burrows
et al. (2006); Helling and Woitke (2006); Barman et al. (2011). An assumption
that is common between the different groups is stratification of the atmosphere into
multiple layers to solve for the local gas temperature (Helling and Casewell, 2014). In
this case, the atmosphere is a radiative layer surrounding a deep convective interior
assumed to be in local thermal equilibrium. There is conservation of flux which is
represented by the effective temperature at the boundary of the atmosphere. The
layers are typically assumed to be in chemical equilibrium, to permit the calculation
of the opacity of the medium due to the different constituents. The pressure in each
layer is calculated assuming hydrostatic equilibrium. The molecules in brown dwarf
atmospheres condense to form clouds which have a large impact on the emergent flux.
A major differentiator amongst the different available models lies in their treatment
of clouds. In the next section, we discuss brown dwarf clouds and the observational
techniques used to study weather on brown dwarfs.
1.1.2.1 Clouds on Brown Dwarfs

As mentioned earlier, measurements of brown dwarf atmospheres provide insights into a wide range of brown dwarf parameters, including but not limited to: the temperature-pressure profile, surface gravity, metallicity and chemical composition. In the atmospheres of both brown dwarfs and planets, the condensing molecules include iron and silicates in the warmer L-dwarf atmospheres, to alkali salts and sulfides in T-dwarfs, to water and ammonia in Y-dwarfs. Clouds are expected to form as a natural consequence of the cool temperatures on brown dwarfs, where the atmosphere condenses to form seed particles that continue to grow through chemical reactions with the surrounding atmosphere to form solid sub-micron to micron-sized particles.

Clouds affect the atmosphere of the object in a number of ways. For example, the process of condensation modifies the local abundance of the gas phase, which needs to be accounted for when computing the different opacity sources in a given layer. Furthermore, clouds act to increase the opacity of the atmosphere, which can have significant effects on self-luminous objects like brown dwarfs. In a cloudy brown dwarf, the emergent flux is from the top of the clouds, whereas in the cloud-free brown dwarf the flux will emerge from much deeper in the atmosphere where the primary opacity source is the gas medium. Therefore, at wavelengths where the cloud opacity is highest, in cloud-free objects we are peering deeper into the atmosphere and thus consequently into hotter layers of the atmosphere. This makes cloud-free objects brighter than cloudy brown dwarfs at the same wavelength range. However, at wavelength ranges where the atmosphere is dominated by the gas opacity, cloudy brown dwarfs are brighter than cloud-free brown dwarfs at the same effective temperature. This is due
Figure 2. The $J$ vs $J - H$ brown dwarf color magnitude diagram. The photometry for the field M-dwarfs (gray), L-dwarfs (red), T-dwarfs (light blue) and Y-dwarfs (pink) comes from the compilation of Dupuy and Liu (2012a); Dupuy and Kraus (2013); Liu et al. (2016).

to the effect of clouds increasing the overall atmospheric opacity and thus increasing the temperature-pressure profile.

Plotted in Figure 2 is a brown dwarf color-magnitude diagram (CMD) indicating the positions of the late-M, L, T and Y brown dwarfs. In a departure from the typical CMD for stars, the brown dwarf CMD reflects the unusual property of all objects having approximately the same radii. Therefore, for brown dwarfs, the brightness plotted on the Y-axis of the figure is a direct proxy for the effective temperature of the objects, where the objects on the top are the warmest brown dwarfs, approaching
temperatures of stars, while those at the bottom are the coolest, comparable to solar system giant planets. Clouds are suspected to play a large role in the distribution of brown dwarfs on the CMD, where the near IR colors are predicted to be affected significantly by the opacity of the clouds in the atmosphere. In the L-dwarf sequence, the colors become progressively redder from early to late type due to the enhanced presence of condensate particles and thus higher opacity clouds. As brown dwarfs transition from L to T, there is a sharp change in the brown dwarf colors, where the colors switch from red to blue at an almost constant effective temperature of \( \sim 1400 \) K. This change is predicted to be caused by the decreasing cloud opacity (Golimowski et al., 2004). Other parameters such as the surface gravity, and metallicity are also expected to increase the color within each spectral type.

The L-T transition region has been defined as starting at L7 and continues until T4 (Golimowski et al., 2004), and a variety of solutions have been proposed to explain the transition. The most widely accepted explanation involves the idea of holes in the clouds (Ackerman and Marley, 2001a; Burgasser et al., 2003), which reduce the opacity in the atmosphere. These holes permit flux to emerge from the deeper, hotter layers thereby causing a brightening on the brown dwarf in the wavelength regions most affected by cloud opacity, i.e., \( H \) and \( K \). Cloud free models are extremely successful at reproducing the spectra of early to mid-T dwarfs (Saumon et al., 2012), however as shown in Morley et al. (2012), as brown dwarfs cool through the T-dwarf sequence the colors of these objects start to become redder again. This has been explained by the emergence of a new cloud-deck, one composed of salt and sulfide clouds at lower atmospheric pressures and hence higher in the atmosphere. Clouds are also expected to play a major role in Y-dwarfs (Morley et al., 2014), where \( \text{H}_2\text{O} \) and \( \text{NH}_3 \) clouds form in the photosphere, similar to the clouds on Jupiter. Another model recently proposed
by Tremblin et al. (2016) does not require the presence of clouds in the atmosphere to explain the reddening of the L and T dwarfs or the L-T transition features seen in the CMD. Instead, their model proposes that these features can be explained by chemical instability due to the slow reaction rates of the CO/CH$_4$ and N$_2$/NH$_3$. These chemically-driven instabilities generate turbulent energy transportation from deeper in the atmosphere, thereby explaining the near IR color reddening. The removal of the chemical instability, once the reactions complete, cause the colors to transition to blue. This theory is an exciting proposal that could redefine the way atmospheres are explained; however, it struggles to reproduce brown dwarf variability which is easily explained by patchy clouds.

1.1.2.2 Brown dwarf variability studies

Brown dwarf variability has been an active field of research since the first time-domain study of four brown dwarfs at optical wavelengths by Tinney and Tolley (1999), where they found signs of optical variability in a late-M brown dwarf. The most widely accepted explanation for brown dwarf variability is a heterogeneous cloud cover where the variability is measured on the rotational timescales.

The majority of the original brown dwarf variability studies focused on L-dwarfs and were conducted in the red optical (typically $I$-band) using time series photometry (Bailer-Jones and Mundt, 1999, 2001; Martín et al., 2001; Clarke et al., 2002b,a; Gelino et al., 2002; Koen, 2003, 2004, 2005; Maiti et al., 2005; Maiti, 2007; Rockenfeller et al., 2006; Koen, 2013a; Heinze et al., 2015). Variability searches focusing on later type brown dwarfs tended to be performed in the near IR, where these later type objects are more luminous, enabling high precision photometry and detections of small amplitude
variations (Artigau et al., 2003a; Bailer-Jones and Lamm, 2003; Enoch et al., 2003; Koen et al., 2004, 2005a; Morales-Calderón et al., 2006; Clarke et al., 2008a). The early searches for variability tended to focus on a few brown dwarfs and found 1–2% variability to be common across the observed targets with very different sensitivities to variation. The discovery of two large amplitude variables, SIMP 0136 (Artigau et al., 2009a), and 2M 2139 (Radigan et al., 2012a), both of which fall in the L-T transition, generated increased interest in variability searches. This renewed interest became focused specifically in the transition region where clouds are expected to have holes in them. A near IR survey by Radigan et al. (2014a) that surveyed 57 brown dwarfs spanning mid-L to late-T type brown dwarfs found that large amplitude variability, defined as >2%, was limited to L-T transition brown dwarfs. The first Brown dwarf Atmosphere Monitoring survey (BAM-I; Wilson et al., 2014), published contemporaneously with a similar sample size of 69 brown dwarfs spanning early-L to late-T spectral types, found a different result where both the amplitude and frequency of variability were statistically similar through the entire brown dwarf sequence. Further details of the BAM-I study are presented in the next section. Both of these studies were undertaken with ground based telescopes, and since that time, two large brown dwarf surveys have also been published by Buenzli et al. (2014a); Metchev et al. (2015) that spanned the L – T spectral range. These surveys found results both in agreement with the BAM-I study, where variability is not a feature of any single spectral bin and with Radigan et al. (2014a) where the amplitude of variability was highest at the L-T transition.
The Brown dwarf Atmosphere Monitoring program comprises two separate studies aimed at understanding the atmospheric dynamics of brown dwarfs spanning L, T, and Y spectral types. The first paper, BAM-I, focused on understanding the occurrence of variability in brown dwarf atmospheres across the full L-T spectral sequence. Variability in brown dwarf atmospheres is expected to be largest at the $z'$, $Y$, and $J$ bands where the emergent spectrum is coming from deeper in the atmosphere. BAM-I was specifically chosen to be conducted in the $J_s$-band (1.16-1.32 \(\mu m\)), where the authors chose to maximize both the chance of detecting variability while ensuring high signal to noise monitoring of the targets, given that brown dwarfs become progressively fainter the bluer the wavelength of observation. The monitoring campaign of 69 field brown dwarfs was conducted using the SofI instrument on the 3.5 m New Technology Telescope (NTT). The monitored targets are shown in Figure 3 where the BAM-I sample is plotted on top of the known brown dwarfs in gray and the orange corresponds to detected variables. The objects observed as part of the BAM-I program spanned the full L- and T-spectral sequence in an unbiased manner sampling in and out of the L-T transition, using the list at the Brown Dwarf Archive (dwarfarchives.org). Based on the previous literature, the L-T transition was chosen to include all brown dwarfs with spectral types between L7 and T4.

One of the important results to come out of the BAM-I data, in addition to the detection of new brown dwarf variables, was an examination of the question of persistence of variability over multiple epochs. The variable brown dwarf SIM0136 had previously shown variable amplitudes ranging from flat photometry to amplitudes in excess of 9\% over epochs separated by a few months. If the assumption of storm
Table 1 from the BAM-I study summarizes the observations related to persistence of variability and has been included here. The table shows that nearly 40% of the objects that had been previously monitored switched from variable to constant or vice versa suggesting that single epoch variability studies might be underestimating the true brown dwarf variability fraction. Additionally, it suggests that truly understanding the atmospheres of these objects requires careful multi-epoch monitoring to study the evolution of the atmosphere and the typical evolution timescale required for objects to transition from quiescent to active. The topic of variability persistence is discussed in greater detail in the next chapter, the BAM-II study.
Table 1. Summary of Persistence Results

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Total targets with 2 epochs</td>
<td>34</td>
</tr>
<tr>
<td>Variable at 2 epochs</td>
<td>6</td>
</tr>
<tr>
<td>Constant at 2 epochs</td>
<td>15</td>
</tr>
<tr>
<td>Switch between variable and constant</td>
<td>13</td>
</tr>
</tbody>
</table>

1.2 Exoplanets

The field of exoplanet science has grown immensely since the discovery of 51 Peg b, the first planet discovered to be orbiting a sun-like star (Mayor and Queloz, 1995). In the 20 years since this event, there have many new exoplanet discoveries with over 3500 confirmed exoplanets currently, with the majority having been detected by the Kepler spacecraft (Borucki, 2016), a telescope which has revolutionized our understanding of exoplanet architecture. The known exoplanet population has been detected by a range of methods, primarily through transits, radial velocity, direct imaging and microlensing. Other methods such as astrometry and transit timing variation have also been used to search for planets, however, the current yields from these methods are small. The diverse exoplanet population is shown in Figure 4. Highlighted in the figure are the different methods used to detect exoplanets, each of which is sensitive to a different orbital separation and mass and thus these methods are highly complementary in nature. The different detection methods of transit, radial velocity and microlensing are described in greater detail below, while direct imaging is discussed in the following section.

**Radial Velocity**: The first exoplanet discovered, 51 Peg b, was detected through the radial velocity technique. An exoplanet orbiting a star will cause the center of mass to shift away from the center of the star, inducing a wobble in the star as the planet rotates around it. Through Doppler spectroscopy, we can measure the shift
Figure 4. Ensemble of confirmed planets and their mass period relation. The planets detected by the four primary exoplanet detection techniques are highlighted in the figure. The dotted line indicates the 13 M\textsubscript{Jup}, planet-brown dwarf, mass limit. Data for this figure is taken from the NASA Exoplanet Archive.

induced by the orbiting companion to estimate the period and eccentricity and thereby the minimum mass of the object. Since this method does not permit a measurement of the inclination of the orbit, we cannot derive the true mass of the companion. Radial velocity surveys typically target older main sequence stars since stellar activity can both mimic and drown out the effects of a planet. This method is very sensitive to higher mass planets which have larger radial velocities in excess of 50 m/s for a Jupiter at 0.1 AU. Detecting earth mass planets around solar type stars at 1 AU is significantly more challenging requiring $\lesssim$10 cm/s precision.

**Transit:** The transit method of detecting exoplanets depends measuring the drop in flux of a star as a planet orbiting it passes in front of the disk, with respect to the observer. Transiting planets are detected by monitoring a multitude of stars to look
for periodic dips in their fluxes. By measuring the drop in flux and prior knowledge of the stellar radius, we can estimate the radius of the planet. The first planet detected by the transit technique was HD 209458b by Charbonneau et al. (2000). The group went on to detect the presence of sodium in the atmosphere of the same planet, making it the first exoplanet to have its atmosphere characterized (Charbonneau et al., 2002).

The *Kepler* space telescope made use of high precision time-series photometry to detect planets via the transit technique. Since transit signals are a function of both the stellar and planet radius, it is significantly harder to find an earth-size planet around a sun-like star compared to a planet of similar radius around an M-dwarf. This fact has been used to great success to detect some of the smallest exoplanets yet, including the recent remarkable discovery of seven earth-sized planets around the low mass star, TRAPPIST-1 (Gillon et al., 2017).

The transit technique is one of only two methods that permit a careful study of the exoplanet atmosphere. Measuring the depth of the planet transit in front of the star or the decrease in flux as it goes behind it permits recovery of either the “transmission” (Charbonneau et al., 2002; Sing et al., 2011) or “emission” (Charbonneau et al., 2008) spectra of the exoplanet. By modeling these spectra we can extract interesting planet parameters including the molecular composition of the atmosphere and/or the global wind profile of the planet (Knutson et al., 2007). Combining the transit method with either radial velocity or transit timing variations permits a measurement of the true mass of the planet. Knowledge of both the mass and radius allows us to estimate the bulk density of the planet and the bulk composition which is vital in the search for habitable planets. The transit technique is most suited to finding short period planets due to the stringent inclination requirements for a system to transit.

**Microlensing:** The technique of microlensing depends on the lensing of a back-
ground star by a foreground star with a planet (Gaudi, 2012). The greatest strength of this method is its sensitivity to low mass planets at separations greater than the “snow line” and free floating planets. Unlike planets detected via most other detection methods, planets detected by microlensing are not amenable to follow-up characterization. However, unlike the other techniques, microlensing has the potential to provide valuable statistical information on planets inaccessible to other planet finding methods permitting a more complete understanding of planet populations. Microlensing is one of the main focus for an upcoming mission in the next generation of space telescopes, the *Wide Field Infrared Survey Telescope (WFIRST)*.

1.3 Direct Imaging of Exoplanets

The exoplanet detection techniques discussed in the previous section are all indirect methods, since the planet signal is inferred by studying the effect of the planet on either the parent star in transit and radial velocity or the background star in microlensing. Direct imaging of exoplanets is the only technique where the flux from the planet is detected and studied directly. To detect planet flux, most instruments make use of a combination of an adaptive optics (AO) system which corrects aberrations in the incoming stellar light caused by atmospheric turbulence and a coronagraph to block the light of the star while allowing the light of any companion through. Since the flux detected is emitted from the planet, direct imaging is one of only two planet detection techniques (the other being the transit technique) that permits a direct exploration of the atmospheric properties of the exoplanet through spectrophotometry.

The field of direct imaging of substellar companions had its first indisputable detection of a brown dwarf companion orbiting an M-star with the discovery of
Gl 229 B (Nakajima et al., 1995; Oppenheimer et al., 1995). It took nearly a decade since that discovery before the next set of discoveries occurred with the detection of 2M1207 b (Chauvin et al., 2004, 2005a), which is a planetary mass companion orbiting an early L-type brown dwarf, and AB Pic B (Chauvin et al., 2005b), a brown dwarf companion to a K-dwarf. The early direct detections of brown dwarfs and exoplanets were limited to very low contrast objects, i.e., bright companions orbiting faint primary objects. Unlike stars, exoplanets are hottest at the time of their formation and cool monotonically from that point (Burrows et al., 1997), \( L_{\text{bol}} \propto t^{-5/4} M^{5/2} \); Stevenson, 1991), where \( t \) is time and \( M \) is mass. This means that a Jupiter mass planet at 5 Gyr around a sun-like star has a contrast of \( \sim 10^{-9} \), which in practice is extremely difficult to achieve with ground-based AO systems. This is the biggest limitation of direct imaging surveys, and to circumvent this issue, most direct imaging surveys focus on searching for companions around young stars since planets are bright when they are young. Planets at few to tens of millions of years have more favorable planet-to-star contrasts. Currently direct imaging is most effective at finding planets of Jovian mass and greater orbiting young stars at orbital separations greater than 5 – 10 AU, making it very complementary to both transit and radial velocity planets.

1.3.1 Brown Dwarfs and Imaged Planets

As mentioned earlier in this chapter, brown dwarfs masses start all the way from the tail end of the star formation process and extend below the 13 M\(_{\text{Jup}}\) planetary mass limit. Oppenheimer et al. (2000) tackle the question of providing an observational method for distinguishing between brown dwarfs and planets and define planets as objects which never undergo any nuclear fusion throughout their evolution. By this
definition, any object lower than \( \sim 13 \text{ MJup} \) can be defined as a planet, since brown dwarfs with mass greater than this limit fuse deuterium in their cores (Burrows et al., 1997). However, the discovery of free floating companions such as PSO J318 (Liu et al., 2013) makes this definition questionable, since the formation mechanism of free floating planets is uncertain. Indeed, they may have formed via molecular cloud collapse, making them more akin to brown dwarfs.

Brown dwarfs share many observational similarities with giant exoplanets and as shown in Figure 5, both brown dwarfs and imaged exoplanets occupy the same space in the CMD. While they have similar atmospheres, they are not identical. Imaged planets typically have redder near IR colors when compared to field brown dwarfs of the same spectral type. This has been attributed to the greater presence of clouds in the atmospheres of the imaged planets. Studies such as those by Allers and Liu (2013); Faherty et al. (2016) within the last five years have demonstrated that the near IR color spread observed for L-dwarfs and very possibly extending to T-dwarfs can be attributed to youth and lower surface gravity. And, similarly to imaged planets, the redder colors in their atmospheres are most likely caused by greater condensates in atmospheres forming clouds.

1.3.2 Exoplanet Formation

The properties of a planetary system originate from the mode and environment of formation, and other environmental aspects such as the interaction with the circumstellar disk and other bodies in the system. To estimate the mass of a directly imaged companion, observations of the planet are compared with planet formation and evolutionary model predictions since currently there are no direct estimates for
Figure 5. The $J$ vs $J - H$ color magnitude diagram showing both brown dwarfs and imaged exoplanets. Similar to Figure 2 with directly imaged planets included. The imaged planets follow a similar and possibly redder evolutionary track to brown dwarfs. The photometry for the directly imaged planets and young brown dwarfs were taken from Lagrange et al. (2009); Liu et al. (2013); Marois et al. (2010b); Chauvin et al. (2005a); Rameau et al. (2013a); Naud et al. (2014); Leggett et al. (2007); Janson et al. (2011b); Kuzuhara et al. (2013).
the true mass of the companions. There are two primary models of planet formation: (1) the solar system giant planets such as Jupiter and Saturn are expected to have formed via core accretion (Mizuno, 1980; Pollack et al., 1996), a pathway which is expected to be the dominant method of planet formation in the inner 10 AU, and (2) gravitational collapse via disk instability (Cameron, 1978; Boss, 1997), which might be the mechanism of planet formation at separations from 10 – 100 AU (Rafikov, 2007, 2011).

Figure 6. Predictions of the variation of bolometric luminosity as a function of age for three different evolutionary tracks. The three models plotted are hot (green dotted) and cold (blue solid) start models (Marley et al., 2007; Fortney et al., 2008) and a single set of warm start models (red dashed) with an initial core mass of 22 M⊕ (Mordasini, 2013).
Core Accretion: The fundamental idea behind the core accretion model is the formation of a solid core, which is thought to range between a few to \( \sim 10 \, M_\oplus \). This is accomplished through the accretion of small dust grains from the (extra)solar nebula to form planetesimals, which will grow until the protoplanets’ feeding zones are depleted. During this phase, the gas accretion rate is significantly lower compared to the accretion of solids. Early models of core accretion suffered from the so-called “meter barrier”, where particles smaller than 1 meter fall into the star within a few hundred years (Youdin, 2010). The meter barrier can be circumvented by streaming instabilities which destabilize the relative motion between gas and particles resulting in an increase in the density of particles leading to the formation of large planetesimals (Youdin and Goodman, 2005; Johansen and Youdin, 2007). Once the solid and gas masses approximately equal (\( \sim 10 \, M_\oplus \)), a runaway gas accretion phase occurs where the core accretes hydrogen and helium from its surrounding to form an atmosphere, which continues to grow until the stellar gas disk dissipates. During the process of the gas accretion, a shock forms as the gas falls from the radius of the Hill sphere to the surface of the planet (Hubickyj et al., 2005). Due to this accretion shock, the in-falling gas radiates away much of its gravitational potential energy. Planets that form by this process are labeled as “cold start” planets where the initial entropy is low (Marley et al., 2007). The canonical model of core accretion, where km-sized planetesimals collide to form the core requires several million years to form the planet (Pollack et al., 1996), however the accretion of smaller cm-sized particles or “pebbles” coupled to the gas can form gas giant planets at a range of separations before the dissipation of the gas disk (Lambrechts and Johansen, 2012).

Gravitational Instability: The second mode of giant planet formation requires the fragmentation of the protoplanetary disk to form planets directly. For disk
instability to occur, the Toomre $Q$-criterion (Toomre, 1964), $Q = c_s \kappa/\pi G \Sigma$, must approach unity. In this relation, $c_s$ is the speed of sound, $\kappa$ is the epicyclic frequency, and $\Sigma$ is the surface density of the disk. In addition, the cooling timescale for the disk must be less than or equal to the orbital timescale to ensure fragmentation (Rafikov, 2007). Numerical simulations have shown that as the size of the protoplanetary disk increases, there is a corresponding increase in the number of “clumps” that can form (Boley, 2009; Boss, 2011). Here for stars with mass between 1–2 $M_\odot$, gravitational instability is able to produce clumps at radii of 30–100 AU, required to explain wide orbit, directly imaged giant planets, e.g., HR8799 bcd (Marois et al., 2008) and HD95086 b (Rameau et al., 2013a). In contrast to the core-accretion mode of planet formation, planets formed by gravitational instability are expected to retain much of the initial entropy of the gas leading to these planets being called “hot start” (Burrows et al., 1997).

An intermediate class of formation models has been proposed over the last five years, called “warm start” models (Spiegel and Burrows, 2012; Mordasini, 2013). These models propose a family of solutions existing between the hot and cold start extreme cases. By neither assuming that the initial accretion shock in core accretion is a 100% efficient process, nor that planets formed via gravitational instability retain all of the initial entropy, these warm start models focus on exploring the range of initial entropies with which the planets might form when taking into account non-ideal accretion shock scenarios.

Plotted in Figure 6 are model predictions for the evolution of the luminosity of planets from the three different evolutionary models, namely hot and cold start models from Marley et al. (2007); Fortney et al. (2008) and warm start luminosity for a set of planets with core mass of 22 $M_\oplus$ (Mordasini, 2013). It is immediately obvious
Figure 7. Bolometric luminosity for the sample of brown dwarf (green) and planetary mass (blue) objects with measured ages. Also shown in the figure are hot start models from (Burrows et al., 1997), where the colors of the line indicate different mass ranges; orange, green, and blue tracks denote masses $>80\ M_{\text{Jup}}$, $14–80\ M_{\text{Jup}}$, and $<14\ M_{\text{Jup}}$. Permission to reproduce figure granted by B. Bowler.

Figure 7 shows the sample of brown dwarfs and imaged planetary mass companions that have reliable age and luminosity measurements from Bowler (2016). All of the tracks plotted in the figure are from the hot start evolutionary models of Burrows.
et al. (1997), i.e., the objects that formed via gravitational instability. As can be seen from location of the objects and the overlap with the evolutionary tracks, all of the currently known companions are best fit by the hot start models. As I show in Chapter 5, the low mass planet 51 Eridani b is the first imaged companion truly consistent with both hot and cold start evolutionary model tracks.

1.3.3 Characterizing planets

The process of characterizing planets starts with the collection of relevant data on the system. Broadly, the observations can be categorized into three types (Madhusudhan et al., 2014), observations of the planets mass and radius via radial velocities, transits, orbit monitoring or astrometry, the atmosphere through spectroscopy either transit transmission/emission spectra or directly imaged spectra, and a precise understanding of the stellar properties including the spectral shape, effective temperature, radius, abundance. I focus on the direct imaging aspect of planet characterization in the rest of this section. The challenges of collecting data via direct imaging are elaborated in the following section, here we describe the typical data available and the methods applied to recover the properties of directly imaged planets.

The directly imaged planets currently known are young, with masses larger than Jupiter, since planets are brightest when they are young, and at separations of 10–100 AU. For most of these companions, the process of observations and characterization involves either astrometric monitoring to measure their orbit as well as to derive dynamical masses (Nielsen et al., 2014; Pueyo et al., 2015; Nielsen et al., 2016) or obtaining the spectra and photometry of the companions across 1–5μm for atmosphere characterization (Marois et al., 2008, 2010a; Currie et al., 2011a). The method of
retrieving planet parameters involves the comparison of the data to pre-computed model grids (Marois et al., 2008; Konopacky et al., 2013; Rice et al., 2015). However, even the best model fits struggle to match the complete spectral energy distribution of the planet and require ad hoc linear combinations of different models or arbitrarily small radii (Barman et al., 2011; Marley et al., 2012). By comparison, atmosphere retrievals of the planet properties have been used successfully to reproduce transiting exoplanet and brown dwarf atmospheres (Kreidberg et al., 2014; Line et al., 2014; Todorov et al., 2015). A caveat though is that the best fits can often be achieved by making completely unphysical assumptions. A different approach to understanding the atmosphere of imaged planet is via the technique of polarimetric imaging, where the polarized light, if observed, can provide valuable information regarding the structure of the clouds in the planet photosphere (Jensen-Clem et al., 2016) as well as the period of rotation. Doppler imaging via high resolution spectroscopy can be used to generate a 2D map of the planet surface and estimate the rotational period (Snellen et al., 2014; Crossfield, 2014). Atmospheric variability can also permit an exploration of the rotational period while multi-wavelength monitoring probes the atmospheric structure (Apai et al., 2016).

1.4 Surveys Searching for Imaged Planets, Past and Present

The search for imaged substellar companions has been an on-going pursuit for over 30 years, with surveys conducted using an array of different instruments and methods. These methods include: infrared photometry/imaging (Zuckerman and Becklin, 1987; Skrutskie et al., 1989), infrared speckle interferometry (Henry and McCarthy, 1990), HST imaging (Sartoretti et al., 1998; Brandner et al., 2000; Schroeder et al., 2000;
Lowrance et al., 2005; Luhman et al., 2005), speckle imaging of young stars (Neuhäuser et al., 2003), and surveys with new adaptive optics instrumentation (Nakajima et al., 1994; Macintosh et al., 2001; Oppenheimer et al., 2001; Chauvin et al., 2003; McCarthy and Zuckerman, 2004; Carson et al., 2005; Nakajima et al., 2005; Tanner et al., 2007). These early surveys discovered several brown dwarfs and planetary mass candidates, e.g., the aforementioned GD 165 (Becklin and Zuckerman, 1988), Gl 229B (Nakajima et al., 1995), and 2M1207b (Chauvin et al., 2004). While these early surveys provided valuable scientific discoveries, they were typically conducted on non-optimal instrumentation that was not designed to find substellar companions. These surveys laid the groundwork for the next generation of adaptive optics instrumentation and software innovations that have become standard in direct imaging surveys.

1.4.1 Understanding adaptive optics and coronagraphs for high contrast imaging

The primary obstacle to directly imaging companions is the residual starlight that obstructs the region of interest closest to the star, at orbital separations corresponding to planets. This can occur due to the scattering of light through the telescope or, the more challenging issue, which is the blurring of the incoming wavefront of light due to Earth’s turbulent refractive atmosphere. For an ideal point spread function (PSF) of a star, described by an Airy function, the regions close to the star which are of greatest scientific interest, few $\lambda/D$, have stellar flux with contrasts ranging between $10^{-4} - 10^{-5}$. A typical Jovian mass companion around a young star will have a contrast $\sim 10^{-6}$, and imaging an evolved Jupiter would require contrasts better than $\sim 10^{-9}$. Typical telescopes are non-ideal systems and tiny imperfections in the optics will have detrimental effects on the final science image. In addition, the uncorrected
atmospheric wavefront will also result in an imperfect PSF. These imperfections result in what is known as “speckle noise”, where speckles are copies of the stellar PSF that arise from the aberrations in the incoming wavefront. Speckles do not follow Poisson statistics and are correlated sources of noise, and thus long exposures do not average over the speckles to provide a gain in SNR (Soummer et al., 2007). Additionally, the speckles are not constant in time, are bright (being several orders of magnitude brighter than the companions), and are affected by instrumental variations and atmospheric

Figure 8. Simplified diagram showing the principle of an Adaptive Optics system. The aberrant wavefront enters the telescope from the left, and is corrected by the deformable mirror. This beam is split into its optical and near IR counterparts with the near IR light continuing to the science camera, while the optical beam is fed to a wavefront sensor and the reconstructor that command the DM.
The goal of the adaptive optics system is to generate a diffraction-limited PSF with a high Strehl ratio. The Strehl ratio is defined as the ratio between the peak of the PSF flux compared to the peak of an ideal PSF. In typical astronomical data without adaptive optics, the Strehl ratio is < 1% (Oppenheimer and Hinkley, 2009). The adaptive optics systems can be broken down into three parts, shown in Figure 8, (1) **Wavefront sensing**: component used to measure the shape of the incoming wavefront. The Shack-Hartmann optical instrument is one example of a wavefront sensor (WFS), where an array of lenslets produces an array of spots of light corresponding to reimaged starlight across the telescope pupil. The centroids of these spots can be used to estimate the slope of the wavefront in that region. (2) **Wavefront reconstruction**: This is the step of calculating the wavefront error, which is then applied to correct the aberration estimated by the WFS. (3) **Deformable mirror (DM)**: This is the device used to correct the incoming wavefront. Typically a DM is a series of actuators covered by a thin optical surface that deforms under the influence of the actuators. Adaptive optics systems built by the University of Arizona have pioneered the adaptive secondary technology, which replaces the telescope secondary mirror with deformable secondary mirrors that can correct the incoming wavefront without requiring additional optical elements. Other forms of DMs are piezo DMs which have smaller actuator stroke, of the order of ~10µm, than adaptive secondaries but are much smaller in size. And the final form of DMs are micro-electrical-mechanical systems (MEMs) devices, which are the smallest devices of the three and manufactured using standard semiconductor fabrication techniques. However, currently these can only provide ~2µm of stroke.

Suppression of the stellar PSF is typically done with the use of an occulting disk known as a coronagraph and here I describe the application of the classic
Lyot coronagraph that has been optimized for high contrast imaging (Lyot, 1939; Sivaramakrishnan et al., 2001). In the simplest case shown in Figure 9, the Lyot coronagraph uses two masks to remove the stellar flux while still permitting light from an off-axis companion through to the science camera. The first mask, placed in the focal plane of the telescope, is an opaque disk used to suppress the core of the stellar PSF. However, starlight diffracts around this mask to form two bright rings and thus it is necessary to add a second stage in the pupil plane, called the Lyot stop, to block these signatures of diffracted light. This two-stage coronagraph can suppress $\sim 99\%$ of the stellar core while leaving the companion flux mostly unaffected.

![Figure 9. A schematic of a classic Lyot coronagraph assuming a non-aberrated wavefront. Adapted from Sivaramakrishnan et al. (2001).](image)

As stated above, a combination of the adaptive optics system with a coronagraph can correct the incoming wavefront and significantly suppress the stellar core. However, even with the implementation of these systems the final science data will have residual speckles caused by any uncorrected residual wavefront error, either due to changes in the telescope optics or rapidly varying atmospheric turbulence. It is therefore
necessary to model and subtract the stellar PSF in post-processing of the data. The speckles caused by telescope optics, called “quasi-static” speckles, can be dealt with by a technique known as “Angular Differential Imaging” (ADI; Marois et al., 2006a) where the telescope derotator is turned off to let the astronomical field of view rotate while the telescope and all other systems are held steady during the observations. Combining the images taken in the ADI mode permits the generation of a reference PSF from the science data itself. The technique is similar to “roll deconvolution” which has been applied to space telescopes (Walter and Weigelt, 1985; Schneider et al., 2003) to generate reference PSFs. An additional processing technique is known as “spectral differential imaging” (SDI), where the correlation of speckles as a function of wavelength is utilized to subtract the speckle background to search for planets. Advanced algorithms such as as the Linear Optimized Combination of Images (LOCI, Lafrenière et al., 2007) and Karhunen-Loève Image Projection (KLIP, Soummer et al., 2012; Amara and Quanz, 2012) aim to make use of the rotating reference stack of images to generate the most ideal reference frame aimed at maximizing the SNR of a companion. However, each of the post-processing techniques described above will result in some self-subtraction of the planet flux. Thus, it is critical to quantify the effects of self-subtraction when extracting accurate photometry or spectroscopy.

1.4.2 Previous High-Contrast Imaging Surveys

The list of the surveys that can be classified as the the first generation of large exoplanet imaging surveys is presented in Table 2. These surveys utilized adaptive optics cameras that were purpose built to detect exoplanet companions. In combination with the instrumentation, these surveys typically targeted young stars, where
the planet-to-star contrasts are more favorable. Furthermore, these were some of the first studies that made use of the advanced post-processing techniques previously mentioned. These studies were significantly successful in the detection of faint substellar companions at tens to hundreds of AU, including the directly imaged systems HR8799 bcde (Marois et al., 2008, 2010b), β Pic b (Lagrange et al., 2009), HD95086 b (Rameau et al., 2013a), GJ504 b (Kuzuhara et al., 2013), FW Tau, ROXs 12, and ROXs 42B (Kraus et al., 2014), and HD106906 b (Bailey et al., 2014).

The limited number of detections (and null results) from the previous generation of imaging surveys has led to the conclusion that there are very few massive planets at wide separations. Lafrenière et al. (2007) found that at the 95% confidence level (CL), <28% of FGKM stars host planets with mass 0.5–13 M\textsubscript{Jup} between 10–25 AU, <13% for 25–50 AU, and <9% for 50–250 AU. A recent study by Vigan et al. (2017) compiling the results of 11 studies to examine the sub-stellar (0.5–75 M\textsubscript{Jup}) companion frequency using 199 stars, finds that less than 0.75–5.7% of stars have companions within 20–300 AU at the 68% CL.

1.4.3 State of field today

Over the past several years, the second generation of adaptive optics instruments have come online at a range of different telescopes. These instruments are designed with adaptive optics systems that have thousands of actuators compared to the hundreds of actuators used in the previous generations. The adaptive optics systems are designed to provide < 100nm RMS wavefront error compared to > 300nm previously. Additional design improvements include: coronagraphs optimized for smaller inner working angles,
Table 2. First generation exoplanet imaging surveys. Adapted from Chauvin et al. (2015)

<table>
<thead>
<tr>
<th>Reference</th>
<th>Telescope</th>
<th>Instr.</th>
<th>Mode</th>
<th>Filter</th>
<th>FoV</th>
<th>#</th>
<th>SpT</th>
<th>Age</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biller et al. (2007)</td>
<td>VLT</td>
<td>NaCo</td>
<td>SDI</td>
<td>H</td>
<td>5×5</td>
<td>45</td>
<td>GKM</td>
<td>≲300</td>
</tr>
<tr>
<td></td>
<td>MMT</td>
<td>SDI</td>
<td>H</td>
<td>5×5</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Lafrenière et al. (2007)</td>
<td>Gemini-N</td>
<td>NIRI</td>
<td>ADI</td>
<td>H</td>
<td>22×22</td>
<td>85</td>
<td>–</td>
<td>10–5000</td>
</tr>
<tr>
<td>Apai et al. (2008)</td>
<td>VLT</td>
<td>NaCo</td>
<td>SDI</td>
<td>H</td>
<td>3×3</td>
<td>8</td>
<td>FG</td>
<td>12–500</td>
</tr>
<tr>
<td>Chauvin et al. (2010)</td>
<td>VLT</td>
<td>NaCo</td>
<td>Cor-I</td>
<td>H, K</td>
<td>28×28</td>
<td>88</td>
<td>BAFGKM</td>
<td>≲100</td>
</tr>
<tr>
<td>Heinze et al. (2010)</td>
<td>MMT</td>
<td>Clio</td>
<td>ADI</td>
<td>L, M</td>
<td>15.5×12.4</td>
<td>54</td>
<td>FGK</td>
<td>100–5000</td>
</tr>
<tr>
<td>Janson et al. (2011a)</td>
<td>Gemini-N</td>
<td>NIRI</td>
<td>ADI</td>
<td>H, K</td>
<td>22×22</td>
<td>15</td>
<td>BA</td>
<td>20–700</td>
</tr>
<tr>
<td>Vigan et al. (2012)</td>
<td>Gemini-N</td>
<td>NIRI</td>
<td>ADI</td>
<td>H, K</td>
<td>22×22</td>
<td>42</td>
<td>AF</td>
<td>10–400</td>
</tr>
<tr>
<td>Delorme et al. (2012)</td>
<td>VLT</td>
<td>NaCo</td>
<td>ADI</td>
<td>H, K</td>
<td>14×14</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Rameau et al. (2013b)</td>
<td>VLT</td>
<td>NaCo</td>
<td>ADI</td>
<td>L</td>
<td>28×28</td>
<td>16</td>
<td>M</td>
<td>≲200</td>
</tr>
<tr>
<td>Yamamoto et al. (2013)</td>
<td>Subaru</td>
<td>HiCIAO</td>
<td>ADI</td>
<td>H, K</td>
<td>20×20</td>
<td>20</td>
<td>FG</td>
<td>125±8</td>
</tr>
<tr>
<td>Biller et al. (2013)</td>
<td>Gemini-S</td>
<td>NICI</td>
<td>Cor-ASDI</td>
<td>H</td>
<td>18×18</td>
<td>80</td>
<td>BAFGKM</td>
<td>≲200</td>
</tr>
<tr>
<td>Nielsen et al. (2013)</td>
<td>Gemini-S</td>
<td>NICI</td>
<td>Cor-ASDI</td>
<td>H</td>
<td>18×18</td>
<td>70</td>
<td>BA</td>
<td>50–500</td>
</tr>
<tr>
<td>Wahhaj et al. (2013)</td>
<td>Gemini-S</td>
<td>NICI</td>
<td>Cor-ASDI</td>
<td>H</td>
<td>18×18</td>
<td>57</td>
<td>AFGKM</td>
<td>≈100</td>
</tr>
<tr>
<td>Janson et al. (2013)</td>
<td>Subaru</td>
<td>HiCIAO</td>
<td>ADI</td>
<td>H</td>
<td>20×20</td>
<td>50</td>
<td>AFGKM</td>
<td>≲1000</td>
</tr>
<tr>
<td>Brandt et al. (2014)</td>
<td>Subaru</td>
<td>HiCIAO</td>
<td>ADI</td>
<td>H</td>
<td>20×20</td>
<td>63</td>
<td>AFGKM</td>
<td>≲500</td>
</tr>
<tr>
<td>Bowler et al. (2015)</td>
<td>Keck</td>
<td>NIRC2</td>
<td>ADI</td>
<td>H, K$_S$</td>
<td>10.2×10.2</td>
<td>78</td>
<td>M</td>
<td>20–620</td>
</tr>
<tr>
<td></td>
<td>Subaru</td>
<td>HiCIAO</td>
<td>ADI</td>
<td>H, K$_S$</td>
<td>20×20</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Chauvin et al. (2015)</td>
<td>VLT</td>
<td>NaCo</td>
<td>ADI</td>
<td>H</td>
<td>14×14</td>
<td>86</td>
<td>BAFGK</td>
<td>10–1700</td>
</tr>
<tr>
<td>Meshkat et al. (2015)</td>
<td>VLT</td>
<td>NaCo</td>
<td>ADI</td>
<td>L</td>
<td>14×14</td>
<td>13</td>
<td>AF</td>
<td>23–125</td>
</tr>
<tr>
<td>Galicher et al. (2016)</td>
<td>Gemini-N</td>
<td>NIRI</td>
<td>ADI</td>
<td>H, K</td>
<td>22×22</td>
<td>292</td>
<td>BAFGKM</td>
<td>≈120</td>
</tr>
<tr>
<td></td>
<td>Gemini-S</td>
<td>NICI</td>
<td>ADI</td>
<td>H</td>
<td>18×18</td>
<td>80</td>
<td>BAFGKM</td>
<td>≲200</td>
</tr>
<tr>
<td></td>
<td>Keck</td>
<td>NIRC2</td>
<td>ADI</td>
<td>H, K</td>
<td>10×10</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Cor-I: coronagraphic imaging; SDI: simultaneous differential imaging; ADI: angular differential imaging; ASDI: angular and spectral differential imaging
optical designs emphasizing PSF stability, and high spatial-resolution integral field spectrographs to permit both detection and characterization with the same system.

A range of surveys are either currently on-going with these instruments or have recently been completed. These are presented below,

- Project 1640 (P1640; PI: R. Oppenheimer): P1640 was the first of the next generation high order adaptive optics (“extreme AO”) systems to become operational. The instrument was installed on the 200 inch Hale Telescope at Palomar Observatory and as has become standard for many of the new extreme AO instruments, it was coupled with a lenslet-based integral field spectrograph as its primary science camera, operating in the Y, J and H bands (Hinkley et al., 2011). The Palomar AO system (PALM-3000) uses a 3388-actuator DM as a tweeter in conjunction with an existing 241-actuator mirror that acts as a woofer to provide tip-tilt and larger stroke correction. Both P1640 and the Gemini Planet Imager described below make use of a apodized-pupil Lyot coronagraph (Soummer et al., 2011b). The P1640 survey has produced several results, including the astrometric and photometric characterization of the planets in the HR8799 system (Oppenheimer et al., 2013; Pueyo et al., 2015).

- LBTI Exozodi Exoplanet Common Hunt (LEECH; PI: A. Skemer): The Large Binocular Telescope (LBT) in Arizona has a pair of twin 8.4m telescopes. The adaptive optics system uses two individual adaptive secondary mirrors each with 672 actuators and a high-order pyramid wavefront sensor to correct the incoming wavefront with measured Strehl ratios as high as 80% (Esposito et al., 2011; Bailey et al., 2014). The LEECH survey is a recently completed 50~70 night search for exoplanets using the Large Binocular Telescope mid-infrared camera (LMIRCam) on LBT. Unlike most of the new surveys, LEECH aims to
search for companions around an older sample of stars, including the ~500 Myr Ursa Majoris moving group. This is made possible because older, hence cooler, planets have more favorable planet-to-star contrasts at $L$-band than at $H$-band. LMIRCam on LBT has been used to great effect to characterize faint companions including the HR8799 planets (Skemer et al., 2012), and GJ 504 b (Skemer et al., 2016). A recent upgrade to the instrument added the Arizona Lenslets for Exoplanet Spectroscopy (ALES Skemer et al., 2015). This instrument is an integral field spectrograph designed to take low-resolution ($R \sim 20$) spectra from $\sim 2.8$–4.2 $\mu$m.

- **Gemini Planet Imager Exoplanet Survey (GPIES; PI: B. Macintosh):** The Gemini Planet Imager is an extreme AO system on the 8m Gemini South telescope (Macintosh et al., 2014). The Gemini Planet Imager Exoplanet Survey is a 890 hr search for exoplanets around young (10–300 Myr), nearby ($\lesssim 100$ pc) stars. Both the instrument and the survey are described in much greater detail in Chapter 4.

- **SpHere INfrared survEy (SHINE; PI: J. Beuzit):** The Spectro-Polarimetric High-contrast Exoplanet REsearch (SPHERE) camera is an extreme AO system on the Very Large Telescope (VLT) in Chile (Beuzit et al., 2008). Similar to GPI and P1640, SPHERE also has a near IR integral field spectrograph providing low resolution spectra ($R \sim 30$–50) from 0.95–1.65 $\mu$m. SPHERE also has two other instruments: IRDIS (Infrared Dual-band Imager and Spectrograph), which provides near-IR dual-band differential imaging, polarimetry, or long-slit spectroscopy, and ZIMPOL (Zurich IMaging POLarimeter), which provides visible-light polarimetry. The SPHERE AO system has a $41 \times 41$ actuator DM and a Shack-Hartmann wavefront sensor using a low read-noise EMCCD that
allows it to provide AO corrections for fainter stars. The exoplanet survey, SHINE, will obtain deep contrasts on \( \sim 400-600 \) stars over 200 nights to search for close companions. The survey simultaneously observes with the integral field unit and IRDIS in dual band imaging mode to obtain a spectrum in a small field of view (\( 1.8'' \times 1.8'' \)), as well as deeper imaging to look for companions further out in the IRDIS field (square 11' FoV).

1.5 Structure of this thesis

In Chapter 2, I present the results of our second Brown dwarf Atmosphere Monitoring (BAM-II) survey, where we conducted a multiple epoch study to monitor three late T- and one Y-dwarf to search for photometric variability in near IR. These cool brown dwarfs are predicted to have salt and sulfide clouds condensing in their upper atmospheres. We combine the different BAM studies with previous multi-epoch observations of cool brown dwarfs to explore correlations between variability and the near-infrared colors of brown dwarfs. Chapter 3 focuses on results from a *Hubble Space Telescope* program to characterize the atmospheres of the known directly imaged planetary system HR8799. These data enable new measurements of the planet in wavelengths unobservable from the ground. Chapters 4 and 5 present research done in collaboration with the Gemini Planet Imager Exoplanet Survey (GPIES) team, including an exploration of the instrument contrast against a range of environmental and data parameters to better calibrate instrument performance. Text from Kalas *et al.* (2015a) has been included with the explicit permission of the first author. Included from the paper, is an analysis of archival *HST* data in the optical and published near-IR colors of the planetary mass companion HD 106906b to search for
evidence that the companion interacted with the debris disk of the primary in the past. From these analyses, we conclude that the companion shows weak evidence of a circumplanetary dust disk or cloud that might have been captured from the primary. Finally, I present spectroscopic characterization of the low mass directly imaged planet 51 Eridani b. For this analysis we combined published $J$ and $H$ band spectra with updated $L_P$ photometry, new $K1$ and $K2$ spectra, and $M_S$ photometry to present the spectral energy distribution of the planet spanning 1–5 $\mu$m. By fitting the planet to an extensive set of atmosphere models, we are able to refine the planetary parameters and discuss possible formation mechanisms. In Chapter 6, I discuss future steps in the field of brown dwarf and imaged exoplanet atmosphere characterization.
THE BROWN-DWARF ATMOSPHERE MONITORING (BAM) PROJECT II: MULTI-EPOCH MONITORING OF EXTREMELY COOL BROWN DWARFS

2.1 Introduction

Ultracool dwarfs, spanning the L, T, and recently discovered Y dwarf (Kirkpatrick et al., 1999; Cushing et al., 2011) spectral types, provide a link between the coolest stars, giant planets in our Solar System, and exoplanets. Without sufficient mass for nuclear fusion (e.g. Hayashi and Nakano, 1963), brown dwarfs cool monotonically over time, causing changes in the chemical and physical processes responsible for sculpting the emergent spectra of their atmospheres. The formation and dissipation of dusty condensate clouds are key components of theoretical models developed to explain the fluxes and spectral features of brown dwarfs (e.g. Allard et al., 2001a; Marley et al., 2002; Burrows et al., 2006; Helling and Woitke, 2006). Early T dwarf atmospheric models predicted that once the clouds from the L/T transition sink below the photosphere, the subsequent T-sequence should remain cloud-free (Marley et al., 2002). T-dwarfs however, appear to deviate from the expected cloud-free atmosphere colour as they cool (Figure 10; blue curve) and become progressively redder. This phenomenon can be best explained by the formation of sulfide and alkali salt clouds as the brown dwarf cools (Lodders and Fegley, 2006; Visscher et al., 2006; Morley et al., 2012). With a three-dimensional treatment of the atmospheric dynamics, recent models have suggested that large-scale temperature variations may be present near the photospheres of brown dwarfs and that these regions with different temperatures
may result in light curve variability (Showman and Kaspi, 2013; Robinson and Marley, 2014). Zhang and Showman (2014) also discuss how atmospheric turbulence and the resulting vortices and/or zonal jets can lead to photometric variability up to several percent over a wide range of timescales.

Photometric monitoring of brown dwarfs provides a method to search for evidence and evolution of cloud features, storms, or activity that cause surface brightness differences (e.g. Koen et al., 2005b; Artigau et al., 2009b; Buenzli et al., 2014b; Radigan et al., 2014b; Wilson et al., 2014). The strength, persistence, and wavelength dependence of the variations reveal the underlying atmospheric processes of cloud formation, dissipation, and dynamics of the atmospheres (e.g. Showman and Kaspi, 2013; Zhang and Showman, 2014). Over the past several years, we have conducted a large-scale photometric variability survey of brown dwarfs – the Brown dwarf Atmosphere Monitoring (BAM) program. The initial BAM study (Wilson et al., 2014) covered 69 targets spanning the L0-T8 sequence, and detected multiple late-T variables. In this paper, we present the results of the second component of the BAM project that is designed to search for photometric variability over several epochs in four ultracool brown dwarfs at or near the T/Y spectral boundary. The properties of the sample of T/Y dwarfs are summarised in Section 2. The near-infrared imaging observations are described in Section 3. In Section 4, the data reduction and analysis required to construct the light curves is detailed. Results for each target are given in Section 5, followed by the discussion in Section 6 that includes a comparison with samples of higher temperature L and T brown dwarfs and theoretical models of cool atmospheres.
Figure 10. The L (red points), T (cyan points), and Y (purple points) brown dwarf sequence on an MKO $J, H$ and $W2$ ($WISE$ 4.6$\mu$m) colour-colour diagram. The blue solid line represents a cloudless atmosphere showing the change in photometric colour with temperature (Saumon et al., 2012). The dashed red line and solid red line represent atmosphere models with an increasing cloud opacity from Morley et al. (2012). Magnitudes for the L, T & Y dwarfs are from Dupuy and Liu (2012a); Kirkpatrick et al. (2012); Leggett et al. (2015). Details of the full sample are given in Table 3.
Table 3. Target list

<table>
<thead>
<tr>
<th>Target</th>
<th>RA</th>
<th>Dec</th>
<th>J\textsubscript{MKO} (mag)</th>
<th>SpT</th>
<th>Temperature (K)</th>
<th>Distance (pc)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>2MASSW J1047539+212423</td>
<td>10:47:53.8</td>
<td>+21:24:23</td>
<td>15.46</td>
<td>T6.5</td>
<td>∼900</td>
<td>10.6</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>Ross 458C</td>
<td>13:00:41.7</td>
<td>+12:21:14</td>
<td>16.71</td>
<td>T8</td>
<td>∼650</td>
<td>11.7</td>
<td>4, 5, 6</td>
</tr>
<tr>
<td>WISEP J045853.89+643452.9AB</td>
<td>04:58:53.9</td>
<td>+64:34:51.9</td>
<td>17.47</td>
<td>T8.5</td>
<td>∼600°</td>
<td>14</td>
<td>7, 6</td>
</tr>
<tr>
<td>WISEP J173835.53+273258.9</td>
<td>17:38:35.52</td>
<td>+27:32:58.9</td>
<td>20.05</td>
<td>Y0</td>
<td>430±50</td>
<td>9.8</td>
<td>11, 9, 6</td>
</tr>
</tbody>
</table>

\(a\): assigned value is for the binary and not the individual components.


2.2 The BAM-II sample

The sample for this pilot study consists of four ultracool field brown dwarfs which span the late-T to early-Y spectral types (see Figure 10). Table 3 reports the target names, coordinates, \(J\)-band magnitudes, spectral types, effective temperatures and distances. The targets were discovered as part of large-scale surveys with 2MASS (Burgasser et al., 1999), UKIDSS (Goldman et al., 2010), and WISE (Cushing et al., 2011). For this initial study, the targets include objects with a range of properties, including youth (West et al., 2008), radio emission (Route and Wolszczan, 2012; Williams et al., 2013), and binarity (Burgasser et al., 2012).

The colour-colour diagram using near-infrared \((J, H)\) and \(WISE (W2)\) filters in Figure 10 shows the variation in colours across the T and Y spectral types. Over-plotted is the clear atmosphere track from Saumon et al. (2012) and theoretical models of brown dwarf atmospheres that include the effects of emergent sulfide clouds in the photosphere from Morley et al. (2012). Clouds with different values of the parameter \(f_{\text{sed}}\) have different cloud properties; low \(f_{\text{sed}}\) indicates smaller grain sizes and higher optical depth. Assuming that these clouds are patchy, we may expect to see more
variability for the objects with colours consistent with more optically thick (low $f_{sed}$) clouds. Our targets span a range of colours and model tracks, ranging from completely cloud-free (blue line), to low $f_{sed}$ (solid red line) atmospheres with optically thick clouds, smaller grains, and larger vertical extent.

2.2.1 2MASSW J1047539+212423

The brown dwarf 2MASSW J1047539+212423 (2M1047) was identified with multi-epoch 2MASS images and classified as a T6.5 dwarf with Keck near-IR spectroscopy (Burgasser et al., 1999, 2002). Using a parallax-based distance of 10.3 pc an effective temperature of $\sim$900 K was inferred (Vrba et al., 2004). 2M1047 is notable for measurement of radio variability, with bursts measured at a frequency of 4.75 GHz (Route and Wolszczan, 2012), and quasi-quiescent emission at 5.8 GHz (Williams et al., 2013), making it the coolest brown dwarf with measured radio emission. Highly circularly polarised radio bursts lasting $\sim$100 s were detected in three of the fifteen observations with Arecibo each with a cadence of 0.1 s over $\sim$2 h. The radio observations were carried out over the course of one year, indicating a persistent source (Route and Wolszczan, 2012). The quasi-quiescent emission was of longer duration ($\sim$40 min), but also two orders of magnitude fainter than the radio bursts. The target was monitored for variability in the $J$ and $H$ bands by Artigau et al. (2003b) but did not exhibit any signs of variation. No contemporaneous optical or near-infrared photometric observations were recorded during either of the radio campaigns.
Ross 458C is the 102 arcsec common proper motion substellar companion to the stellar binary Ross 458AB (Goldman et al., 2010), composed of two M-stars with a projected separation of \(\sim 5\) au (Heintz, 1994). The companion was detected in the UKIRT Infrared Deep Sky Survey (UKIDSS; Lawrence et al., 2007) and broadband/methane filter photometry identified Ross 458 C as a late-T dwarf (Goldman et al., 2010). Subsequent near-infrared spectroscopy determined a spectral type of T8 and effective temperature of \(\sim 650\) K (Burgasser et al., 2010). Similar assessments are reported in Burningham et al. (2011) and Cushing et al. (2011). The distance to the Ross 458 system is \(11.7^{+0.21}_{-0.20}\) pc (Dupuy and Kraus, 2013). The stellar pair in the system provides a means to estimate the age through measurements of stellar activity. The age for a field brown dwarf is hard to constrain. Based on the strength of H\(\alpha\) emission, the level of variability (West et al., 2008) and space motion (Montes et al., 2001) of Ross 458AB, the age of the system has been estimated at \(<1\) Gyr (e.g. Burgasser et al., 2010; Burningham et al., 2011). Given the youth of the system, Ross 458C is predicted to be very low mass (5-20 M\(_{\text{Jup}}\); Burningham et al., 2011), which overlaps with planetary mass regime. Ross 458C is therefore a benchmark object for the investigation of both brown dwarf and exoplanet atmospheres.

The atmosphere of Ross 458C measured by Burgasser et al. (2010) with near-IR spectroscopy reveals evidence of low surface gravity and the authors were able to better fit the near-infrared spectrum with a cloudy atmosphere compared to cloudless. Burgasser et al. (2010) initially proposed the clouds in the atmosphere to be the reemergence of iron and silicate clouds, but more recently Morley et al. (2012) showed that models including salt and sulfide clouds fits the data better. Models incorporating
both sulfide clouds and non-equilibrium chemistry have not yet been applied to the observational data.

2.2.3 WISEP J045853.89+643452.9AB

WISEP J045853.89+643452.9AB (WISE0458) was the first ultracool brown dwarf discovered by the Wide-field Infrared Survey Explorer satellite (WISE; Wright et al., 2010a) in its search for the coldest brown dwarfs in the solar neighborhood (Mainzer et al., 2011). Comparison of the medium resolution near-infrared spectrum of WISE0458 with a grid of cloudless models suggested a very cool effective temperature of \( \sim 600 \) K (Mainzer et al., 2011). High angular resolution imaging with the Keck laser guide star AO system revealed that the system has a binary companion at a separation of \( \sim 0.5 \) and with a magnitude difference of \( \sim 1 \) mag (Gelino et al., 2011). Recent parallax measurements estimated the objects distance to be \( 14^{+5}_{-3} \) pc (Dupuy and Kraus, 2013). AO-assisted spatially resolved spectroscopy confirmed both objects are very late T dwarfs near the T/Y boundary; from the resolved spectra, the primary spectral type is T8.5 and the secondary spectral type is T9.5 (Burgasser et al., 2012). We do not resolve the individual components in this study.

2.2.4 WISEP J173835.53+273258.9

The final target, WISEP J173835.53+273258.9 (WISE1738), is among the first Y dwarfs detected by the WISE satellite (Cushing et al., 2011) and is still only one of 18 known Y dwarfs (Kirkpatrick et al., 2012; Leggett et al., 2015). With a spectral classification of Y0 and an effective temperature of \( 430^{+50}_{-40} \) K (Dupuy and Kraus,
2013), this object is one of the coldest brown dwarfs discovered. WISE1738 has been selected as the spectral standard for the Y0 class (Kirkpatrick et al., 2012). At these low temperatures water clouds are expected to form (Burrows et al., 2003), potentially leading to variability in the emergent flux. Interestingly, WISE1738 might show long period photometric variability. The object was originally measured to have a $J$-band magnitude of $19.51 \pm 0.08$ mag in Kirkpatrick et al. (2012), which was subsequently measured to be $20.05 \pm 0.09$ mag in the recent Leggett et al. (2013) study. We adopt the latter magnitude for the purposes of this study. The Leggett et al. (2013) study does note the inconsistency in the original Kirkpatrick et al. (2012) photometry and suggests that the difference could be due to corrupted Palomar WIRC data. We adopt the Leggett et al. (2013) magnitude for the purposes of this study.

2.3 Observations and Data Reduction

This pilot study to monitor brown dwarfs at the T and Y dwarf boundary was initiated at the MMT observatory, with the first epoch of data for each of the four targets being obtained there. Follow-up observations were taken at three different observatories including the Canada-France-Hawaii Telescope (CFHT), UK Infrared Telescope (UKIRT), and the New Technology Telescope (NTT). The details for each of the targets is provided in the observing log presented in Table 4.

2.3.1 MMT

Observations of the entire target dataset were taken with the SAO Widefield InfraRed Camera (SWIRC; Brown et al., 2008) at the 6.5 m MMT Observatory
in Arizona, on the 12th and 13th of March 2012. The camera has an engineering grade 2048 × 2048 HAWAII-2 HgCdTe array, with a plate scale of 0.15 arcsec pixel\(^{-1}\), corresponding to an on-sky field-of-view of 5.12 × 5.12 arcmin. We employed the \(J\)-band filter on SWIRC, which closely matches the Mauna Kea Observatory (MKO) \(J\)-band filter (Tokunaga and Vacca, 2005). This filter was selected since the largest amplitude variations in known brown dwarf variables occur in the \(J\)-band (Artigau et al., 2009b; Radigan et al., 2012b). The observing strategy involved maintaining the target on a single pixel over an \(\sim\)20 min timescale with a four-point dither pattern for the purpose of sky subtraction; this sequence was repeated over a \(\sim\)1 – 4 hour time period, as summarized in Table 4. All of the raw images were calibrated using median combined darks and flat-field images. The exposure times ranged from 10s to 60s, depending on the target brightness, and the per-frame overhead for the detector was \(\sim\)5 s. The SWIRC detector has a scattered light artifact in the lower-left quadrant of the detector which was removed by using a high-pass filter. The SWIRC H2RG-detector is linear to within 0.1 per cent up to 40000 DN and the exposure times were set to ensure that the target brown dwarfs were maintained well below the levels approaching the non-linear regime of the detector. Additionally, comparison stars with peak fluxes greater than 40000 DN were rejected from the analysis.

2.3.2 CFHT

We obtained \(\sim\)3 h of data on the T8.5 binary brown dwarf WISE0458 using the Wide-field InfraRed Camera (WIRCAM; Puget et al., 2004) on the 3.5 m Canada France Hawaii Telescope (CFHT). With a plate scale of 0.3 arcsec pixel\(^{-1}\), corresponding to an on-sky field-of-view of 20 × 20 arcmin, there were several tens of
Table 4. Observing log

<table>
<thead>
<tr>
<th>Target</th>
<th>Telescope</th>
<th>Date</th>
<th>Δt (h)</th>
<th>$t_{exp}$ (s)</th>
<th>Seeing$^a$ (arcsec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2M1047</td>
<td>MMT</td>
<td>2012-03-12T04:12:25</td>
<td>1.0</td>
<td>30</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>MMT</td>
<td>2012-03-12T09:37:52</td>
<td>1.9</td>
<td>30</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>NTT</td>
<td>2014-05-15T23:16:45</td>
<td>2.8</td>
<td>10</td>
<td>0.8</td>
</tr>
<tr>
<td>Ross 458C</td>
<td>MMT</td>
<td>2012-03-12T07:34:24</td>
<td>1.5</td>
<td>30, 60</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>UKIRT</td>
<td>2014-04-23T07:02:54</td>
<td>2.5</td>
<td>10</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>NTT</td>
<td>2014-05-16T23:42:38</td>
<td>5.3</td>
<td>20, 40</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>NTT</td>
<td>2014-05-20T04:18:56</td>
<td>5.1</td>
<td>40, 50, 70, 90</td>
<td>0.9</td>
</tr>
<tr>
<td>WISE0458</td>
<td>MMT</td>
<td>2012-03-13T02:49:59</td>
<td>3.7</td>
<td>45</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>CFHT</td>
<td>2014-03-21T05:50:09</td>
<td>2.7</td>
<td>60</td>
<td>1.0</td>
</tr>
<tr>
<td>WISE1738</td>
<td>MMT</td>
<td>2012-03-13T10:04:48</td>
<td>2.3</td>
<td>60</td>
<td>0.8</td>
</tr>
</tbody>
</table>

$^a$: We report the median seeing for each target.

similar-brightness reference stars within the field of each target for the differential photometry calculation. The observations were carried out in a queue-based observing mode in $J$-band with a median seeing of $\sim 1''$ through most the sequence. The images were obtained in a staring mode, at a 60 s cadence. Per-frame overhead for the detector was $\sim 6.5$ s. The data was dark and flat field calibrated using the ‘I’iwi automatic data pipeline from CFHT. The data was then sky subtracted in similar manner as described above, using a median filter (where the stars were first masked) to generate individual sky frames. The CFHT detector is linear to better than a per cent up to 5000 DN. The target and all the reference stars were exposed to less than this limit. Comparison stars brighter than 5000 DN were rejected in the analysis.
2.3.3 UKIRT

The second epoch on Ross 458C was obtained on 23 April 2014 using the Wide-Field infrared Camera (WFCAM; Casali et al., 2007), an infrared wide-field camera on the 3.8 m UK Infrared Telescope (UKIRT). WFCAM has four 2048x2048 array detectors with a pixel scale of 0.4 arcsec pixel\(^{-1}\), corresponding to an on-sky field-of-view of 0.21 \(\times\) 0.21 degrees. The observations were carried out with the MKO J-band filter, with seeing of \(\sim\) 0.9 arcsec during the sequence. A five-point dither pattern was used, with each individual image having an exposure time of 10 s. Per-frame overhead for the detector was \(\sim\)1.3 s. The data were calibrated, and the different dithers were combined using the a dedicated pipeline developed by the Cambridge Astronomy Survey Unit (Irwin, 2008). The WFCAM detectors are linear to better than a per cent within 40000 DN and care was taken to ensure that neither the target nor the reference stars used in the reduction were approaching this limit.

2.3.4 NTT

2M1047 and Ross 458C were observed between the 15th and 23rd of May 2014 with Son of ISAAC (SofI; Moorwood et al., 1998) mounted on the 3.6 m NTT (New Technology Telescope). The observations utilized the wide-field imaging mode of SofI, with a plate scale of 0.28 arcsec pixel\(^{-1}\), corresponding to an on-sky field-of-view of 4.92 \(\times\) 4.92 arcmin. Per-frame overhead for the detector was \(\sim\)7.5 s. The NTT detector is linear to >1.5 per cent when objects have less than 10000 DN peak flux. The observations were all obtained using the \(J_s\) filter, with a two-point AB-AB nodding pattern based on recommendations from the instrument scientist. The flux of the
target, and reference stars within the field, was kept below 10,000 DN to minimise the effects from the detector non-linearity. To limit systematics in the data we used a two-point nod which permitted an accurate estimate of the sky background for the targets. For each object, data reduction consisting of correcting for the dark current and division by a flat field and sky subtraction were applied.

2.4 Light Curve Generation and Identification of Variability

We performed aperture photometry on the calibrated and aligned images from each of the observatories, using the **APPHOT** package in IRAF\(^1\). For each of the targets in our study we computed the aperture photometry for a range of aperture sizes ranging from radii of 0.6 – 2.0 times the full width half maximum (FWHM), and found that an aperture of 1.0 \(\times\) FWHM provided the highest signal-to-noise ratio (SNR) across the full sample. Data taken during periods of poor conditions were not included in the analysis; the frame selection caused the gap between epoch 1 and 2 from 2M1047 and limited the W1738 observation period. A catalogue of all the stars in the field of view was generated, which typically included 10 \(\sim\) 50 stars, from which the 15 reference stars most similar in brightness to the target were selected. We chose the similar brightness stars over the brightest stars for two reasons: to limit non-linearity effects, and to ensure that non-astrophysical variations due to weather were more accurately duplicated by the references. The limited field-of-view of the different detectors meant that there were not any objects of the same late-T spectral types to be used as references.

\(^1\)IRAF is distributed by the National Optical Astronomy Observatories, which are operated by the Association of Universities for Research in Astronomy, Inc., under cooperative agreement with the National Science Foundation.
Figure 11. Detrended multi-epoch light curves for each of the targets with the master reference light curve (light blue). Top-left three panels are the different epochs for 2M1047 (black), with the date of observation and telescope noted in the panel. Bottom-left two panels are the same for W0458 (red). Top-right four panels are the multi-epoch observations for Ross 458C (orange). The bottom-right panel is the single epoch obtained for the Y0 brown dwarf WISE1738 (green).

The final target light curves were generated by the photometric pipeline developed as part of the BAM-I survey (Wilson et al., 2014), modified to measure the photometry on each individual image. Measuring the photometry on individual images and taking the median value or forming a median image and measuring photometry on the median combined image did not result in significantly different light curves. The determination of whether the observed flux variation in the target light curve was due to an astrophysical process, required that the objects have a $p$-value ≤ 5 per cent. The $p$-value is defined as the probability that the final target light curve is the same
(\(p\)-value > 10%) or different (\(p\)-value \(\leq\) 5%) from the master reference light curve i.e. the median combination of all the reference light curves. Calculation of the \(p\)-value statistics for each of the light curves was carried out on weighted-mean combined data points where the errors are the 1 \(\sigma\) scatter in each bin, rather than on the light curves composed of the individual photometry points. This was done to ensure that the statistics were not biased by outlier data points with small errors.

2.5 Results

The \(J\)-band light curves for each target generated using the observations at each epoch are shown in Figure 11, plotted alongside the master reference light curve used to determine whether variations were observed. The master reference light curve is generated by median combining all the reference star light curves and shows any residual trends common to all light curves. A summary of the results of the light curve analysis, including the peak-to-peak amplitude of any variation and the associated \(p\)-value, is given in Table 5. Each light curve is normalised, and variability is only investigated over the time scale of an individual epoch; no attempt to distinguish photometry variations between the individual epochs was made.

2.5.1 2M1047

The time-series photometric measurements for the T6.5 dwarf 2M1047 are shown in the three top-left panels of Figure 11. The first two epochs are separated by \(\sim\)3.5 h and the final epoch of data was taken 2.2 yr later. None of the three light curves for this target show statistically significant variability, and these results are similar
Table 5. Summary of BAM-II variability study

<table>
<thead>
<tr>
<th>Object</th>
<th>Spectral Type</th>
<th>Telescope</th>
<th>Duration (h)</th>
<th>Binned Images</th>
<th>References</th>
<th>$\nu$</th>
<th>$\chi^2_\nu$</th>
<th>p-value (%)</th>
<th>Amplitude/ Limit $^b$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2M1047</td>
<td>T6.5</td>
<td>MMT</td>
<td>0.95</td>
<td>12</td>
<td>7</td>
<td>6</td>
<td>3</td>
<td>20</td>
<td>&lt; 0.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MMT</td>
<td>1.88</td>
<td>19</td>
<td>7</td>
<td>10</td>
<td>1.92</td>
<td>10</td>
<td>&lt; 1.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NTT</td>
<td>2.75</td>
<td>10</td>
<td>5</td>
<td>15</td>
<td>0.79</td>
<td>98</td>
<td>&lt; 1.0</td>
</tr>
<tr>
<td>Ross 458C</td>
<td>T8</td>
<td>MMT</td>
<td>1.78</td>
<td>7</td>
<td>6</td>
<td>11</td>
<td>0.58</td>
<td>10</td>
<td>&lt; 1.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>UKIRT</td>
<td>2.53</td>
<td>5</td>
<td>7</td>
<td>8</td>
<td>0.36</td>
<td>10</td>
<td>&lt; 0.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NTT</td>
<td>5.29</td>
<td>10</td>
<td>9</td>
<td>13</td>
<td>0.41</td>
<td>94</td>
<td>&lt; 1.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NTT</td>
<td>5.11</td>
<td>10</td>
<td>7</td>
<td>13</td>
<td>1.12</td>
<td>93</td>
<td>&lt; 2.1</td>
</tr>
<tr>
<td>WISE0458</td>
<td>T8.5</td>
<td>MMT</td>
<td>3.68</td>
<td>11</td>
<td>8</td>
<td>12</td>
<td>11.37</td>
<td>0</td>
<td>13 ± 3</td>
</tr>
<tr>
<td>WISE1738</td>
<td>Y0</td>
<td>MMT</td>
<td>2.39</td>
<td>8</td>
<td>10</td>
<td>5</td>
<td>0.9</td>
<td>15</td>
<td>&lt; 20.3</td>
</tr>
</tbody>
</table>

$^a$The average number of individual images used to generate the weighted-mean light curves.

$^b$For the constant light curves the limit is the 1-$\sigma$ photometric error of the target light curve. For the variable epoch of W0458, the amplitude is the peak-to-trough value of the best fit sine curve to the data.
to a previous $J$-band monitoring with the 1.6 m telescope of the L’observatoire du Mont-Mégantic by Artigau et al. (2003b). Although there were no contemporaneous radio observations at the time of our $J$-band imaging, previous measurements of 2M1047 has shown variability at radio frequencies (e.g. Route and Wolszczan, 2012). The radio bursts occurred over a time period of $\sim$100 s which is less than a single binned data point in the light curves. Radio bursts were recorded three times out of the fifteen observations (2 h each) made with Arecibo, but the current near-infrared data show no intensive brightening over comparable 1–3 h time intervals. In addition to the intense radio bursts, quasi-quiescent fluctuations in the radio emission with a timescale of $\sim$45 min have been reported (Williams et al., 2013), however these variations were a factor of a hundred fainter than the large bursts described in Route and Wolszczan (2012). Contemporaneous radio and near-IR observations are required to search for any correlation between radio bursts and variations in photospheric flux.

2.5.2 Ross 458C

The four light curves for Ross 458C are given in the top-right panels of Figure 11. The time spans between observations ranged from days to yr, with 2.1 yr from the first to second epoch, 23.7 days between the second and third epoch, and 3.2 days between the third and fourth epoch. No statistically significant variations were detected at any of the four epochs, and the limits on detectable amplitudes ranged from 0.8 to 2.1 per cent. The results suggest that there are no large and persistent storm features that would induce rotationally modulated brightness changes, or that the system is viewed pole-on. The Ross 458C data form the most comprehensive monitoring of the atmosphere of a brown dwarf that serves as an exoplanet analogue.
Ross 458C represents the later stage of atmosphere evolution compared to the younger imaged exoplanets such as HR8799 d and β Pic b that may have similar masses but are substantially warmer due to their younger ages. Ross 458C also occupies an intermediate location in the colour-magnitude diagram between the youngest directly imaged planets and the older, cooler GJ504 b exoplanet (Kuzuhara et al., 2013), but is far less technically challenging to monitor because of the wider angular separation between Ross 458AB and Ross 458C.

2.5.3 WISE0458

The bottom left two light curves in Figure 11 show the dramatic difference between the two epochs of observations for the binary brown dwarf WISE0458. In the first epoch, the target is highly variable compared to the master reference, with a min-to-max amplitude of $\sim 17$ per cent. The measured variability of WISE0458 is the second highest amplitude brown dwarf observed to date in a brown dwarf, with only 2M2139 exhibiting greater variability (Radigan et al., 2012b). The first epoch of WISE0458 data exhibits a periodic pattern and we fit a series of pure sine waves of different amplitudes and periods to the light curve. The best fit periodic signal with an amplitude of 13.2 per cent and a period of 3 h is shown in Figure 12. The second epoch data on WISE0458 taken after a gap of $\sim 2$ yr lacks any detectable variations. Further monitoring of WISE0458 will determine if the large amplitude variations recur.
Figure 12. WISE0458 light curve (red circles) for the variable MMT epoch obtained on the 13th March 2012. Also plotted is the best fit sine wave (red dashed line) to the W0458 light curve resulting in a period of $\sim 3$ h with a variable min-to-max amplitude of 13 per cent. The master reference light curve is plotted with the light blue points.

2.5.4 WISE1738

The light curve for the Y0 target WISE1738, shown on the bottom right of Figure 11, is impacted by the large uncertainties and the limited number of data points. During initial planning of the observing run at the MMT, WISE1738 was not expected to be the faintest target in our sample, however, as noted in Section 2, the photometry of this target was re-estimated to be 0.5 magnitudes fainter than originally measured (Leggett et al., 2013). This intrinsic faintness combined with
variable seeing during the observation resulted in low signal-to-noise ratio detections of the target and, consequently, an extremely noisy light curve. The light curve does not show any statistically significant variations, but the limitations in the photometric precision restrict the interpretation of the source as a constant with a large limit on possible variations of $< 20$ per cent.

2.6 Discussion

The BAM-II study was designed as a pilot program to investigate the coolest brown dwarf atmospheres using multi-epoch photometric monitoring as a probe of the dynamics and surface brightness variations. To place the BAM-II results in the broader context of the brown dwarf population, Figure 14 combines the targets in both this study, and the previous BAM-I survey spanning the full L0-T8 sequence (Wilson et al., 2014). Single epoch BAM-I variables are also included in the comparison. Additional epochs beyond the BAM-I measurements were provided by measurements from a recent large survey of L3-T9 brown dwarfs (Radigan et al., 2014b) and from the more focused studies compiled in the BAM-I paper (Artigau et al., 2009b; Buenzli et al., 2012; Clarke et al., 2008b; Girardin et al., 2013; Khandrika et al., 2013; Koen, 2013b; Metchev et al., 2013; Radigan et al., 2012b).

Nearly all of the amplitudes or limits shown in Figure 14 were measured in the $J$-band, however five objects include results from different filters, since this was the only way to include more than one epoch for those targets. Both the significant number of objects that switch between variable and constant states and the substantial range
Figure 13. Spot fractional coverage required for a 2 per cent amplitude $J$-band light curve, plotted as a function of spectral type. The fractional coverage was estimated using the solar metallicity, $\log (g)=5.0$ synthetic spectra within the BT-SETTL model grid (Allard et al., 2011). For each $T_{\text{eff}}$ within the grid, the fractional projected surface area at a higher/lower temperature ($\Delta T_{\text{eff}} = \pm 300$) required to increase/decrease the $J$-band flux by 2 per cent was estimated. This first-order approximation is analogous to the variability induced by a region of higher or lower temperature rotating in and out of view.
Figure 14. Plot summarizing literature multi-epoch variables and constants. Only objects with multiple epochs are plotted in the figure, with targets coming from (Artigau et al., 2009b; Buenzli et al., 2012; Clarke et al., 2008b; Girardin et al., 2013; Khandrika et al., 2013; Koen, 2013b; Metchev et al., 2013; Radigan et al., 2014b; Wilson et al., 2014). The BAM-II targets are indicated with black symbols for 2M1047, orange symbols for Ross 458C, red symbols for WISE0458 and green symbols for WISE1738. Each vertical line corresponds to a unique object, and solid lines indicate brown dwarfs that remained consistently variable or constant at more than one epoch, while the dashed lines identify the objects that switched between variable and constant states. The shaded regions indicate the L/T transition (pink) and T/Y boundary (gray) regions.

of amplitudes for the multi-epoch variables highlight the dynamic and evolving nature of substellar atmospheres, as well as the need for multi-epoch monitoring. Currently, the best studied case is that of SIMP0136 with monitoring from 2008 to 2012 revealing a remarkable evolution in both the amplitude (from > 5 per cent to undetectable) and the shape (from sinusoidal to multi-component) of the light curve measured over several hours per epoch (Metchev et al., 2013). The BAM-I and BAM-II surveys have identified a set of targets spanning the full L-T sequence that warrant further monitoring.

The variable and constant brown dwarfs with spectral types of T5 and later that
Figure 15. Colour-colour diagram showing the sample (large filled stars) and the Y dwarfs (purple) along with variable (red) and constant (blue) brown dwarfs with spectral type greater than T5 from Figure 14. Figure 10 shows the full sample. The blue line is the theoretical track for clear atmosphere from Saumon et al. (2012) and the red lines indicating cloudy atmospheres are from Morley et al. (2012). All of the models assume a surface gravity of $\log(g) = 5$. 
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are included in Figure 14 are plotted on an \((H - W2)\) vs. \((J - H)\) colour-colour plot in Figure 15 to compare with a set of theoretical models (Saumon et al. 2012, Morley et al. 2012). A lack of WISE photometry for some targets in Figure 14 limits the number of brown dwarfs from this study that can be plotted in Figure 15. The distribution of the late-T and Y dwarf population in this colour-colour diagram (larger sample in Figure 10) cannot be reconciled with models of cloud-free atmospheres (see Figure 15), and a proposed explanation for the dispersion involves varying amounts of opacity parametrised in the value of \(f_{\text{sed}}\) (Morley et al., 2012). The redder \(J - H\) colour of WISE0458 places the target close to the \(f_{\text{sed}} = 4\) model with intermediate level of cloudiness as indicated in the colour-colour diagram of Figure 15. The constant targets (blue circles) amongst the late-T objects with multi-epoch measurements presented in Figure 15, appear concentrated near the cloud-free model, and the variables (red circles) appear to have redder and thus cloudier atmospheres. Changes in the \(f_{\text{sed}}\) values may be linked not only to the colour, but also to the presence or absence of variability. Determining whether or not there is a link between the variability and location in the colour-colour diagram requires a larger set of late-T monitoring observations.

Recent work on synthetic atmosphere models extending to the temperatures of late-T and Y dwarfs (900 – 400 K) has indicated that these brown dwarfs may have sulfide and alkali salt clouds in their photospheres (Morley et al. 2012). Such clouds peak in optical depth for objects with \(T_{\text{eff}} \sim 600\) K (T9) but persist in objects from 900 K to under 400 K. Three-dimensional models that include radiative transfer and cloud formation have not yet been developed for these cool objects. Idealised 3D-circulation simulations by Showman and Kaspi (2013) suggests that brown dwarfs may have complex circulation patterns on regional and global scales,
generated by the interaction of convective layers with the overlying stably stratified radiative atmosphere, potentially leading to patchy cloud structure. As stated in the introduction, atmospheric circulation models including atmospheric turbulence predict a range of variability amplitudes over multiple epochs for the emitted flux Zhang and Showman (2014). If cool brown dwarfs do have weather patterns causing heterogeneous cloud cover, the Morley et al. (2012) models predict that they would show photometric variability in the near-infrared, predominantly in $Y$ and $J$-bands. Based on the initial results from this study, there is an indication that the variables have redder colours and are concentrated in the region of the colour-colour diagram associated with the atmosphere models more likely to have weather patterns. This suggestive link between theory and observations will be investigated further with larger surveys for multi-epoch variability among the coolest brown dwarfs.

Motivated by recent studies by Robinson and Marley (2014); Morley et al. (2014), we investigated what variability of different per cent amplitudes mean in terms of actual hot/cold spot fractional coverage on the brown dwarf photosphere. We ran a simple simulation using the BT-Settl model grid from Allard et al. (2011), similar to what was done in Kostov and Apai (2013) but for a larger temperature range. In the simulation we estimated the spot coverage required to produce a particular amplitude of variability as a function of the spectral type, where the spectral types are defined by their temperature. Figure 13 shows the results of a simulated 2 per cent variable, for which the patches have a $\Delta T_{\text{eff}}$ of $\pm 300\text{K}$. The figure indicates that for different spectral types, the spot fractional coverage required to produce the same amplitude of variation can differ by several percent. And amplitude cutoffs to indicate “strong” or “weak” variations might not necessarily indicate higher and lower spot fractional coverage.
Chapter 3

CHARACTERIZING THE ATMOSPHERES OF THE HR8799 PLANETS WITH HST/WFC3

3.1 Introduction

Within the past decade, direct imaging of exoplanets has advanced from initial discoveries of favorable low contrast, planetary mass companions like 2M1207b (Chauvin et al., 2005a) and AB Pic b (Chauvin et al., 2005b) to high-contrast exoplanets around bright young stars like the HR8799 planetary system (Marois et al., 2008, 2010b), β Pic b (Lagrange et al., 2010), and HD 95086b (Rameau et al., 2013a), and GJ 504b (Kuzuhara et al., 2013). Directly imaged exoplanets form a critical subset of the exoplanet population for which it is possible to characterize atmospheric properties from thermal emission. Given the steep, monotonic decline in planet brightness with time (e.g. Burrows et al., 2001), the currently known directly imaged exoplanets (companions to young stars), enable investigations into the early evolution of exoplanets. Imaged young atmospheres also present a valuable comparison to the transmission (e.g. Deming et al., 2005; Sing et al., 2008) and emission (e.g. Charbonneau et al., 2005; Knutson et al., 2007) spectra of intensely irradiated planets orbiting older stars.

HST has been employed successfully in characterizing exoplanet systems for over a decade (Charbonneau et al., 2002; Soummer et al., 2012). We present Wide Field Camera 3 imaging of the multiple planet system, HR8799. The system has four young, massive planets (≈4–7 M\text{Jup}) orbiting a ≈30 Myr (Zuckerman et al., 2011) A5 star, amenable to both photometric and spectroscopic follow-up. This is the first time
Figure 16. Multi-wavelength *HST* HR8799 data. Top: Image zones with locally optimized KLIP detections of HR8799b in all three filters - F098M, F127M and F139M, respectively. Bottom: Same as above, for HR8799c. HR8799c is only detected in the F127M filter, with upper limits in F098M and F139M.

that planets with high contrasts have been successfully imaged with WFC3/IR, a camera without a coronagraph and undersampled point spread function (PSF). The techniques described in the paper should enable future studies of planetary systems with *HST*. In this paper, we characterize the outer two planets, HR8799 b and c, by combining the new space-based near-infrared photometric data to the existing suite of ground-based data available for the two planets and discuss the implications of the new photometry.
3.2 Observations

Observations for this study\(^2\) were taken from Nov 2011 to Dec 2012 with the near-IR channel of WFC3 on the *HST*. Due to the brightness of the primary star (\(J=5.3\) mag), all combinations of sub-array and detector readout time results in saturated zeroth read. In the absence of a coronagraph we designed the observations to saturate the central \(\sim 0.5\)″ of the stellar PSF using 2.2s long observations, focusing the program on the \(b\) and \(c\) planets.

The HR8799 system was observed in three medium-band filters, F098M, F127M, and F139M over 15 orbits. The orbits were grouped contiguously in sets of three to increase PSF correlation. The observing sequence was designed to maximize the total roll angle and minimize variations in the PSF of the observations over the duration of the program. To maximize the rotation, the star was observed over two different roll angles in each orbit, resulting in observations taken over 30 separate roll angles covering \(\sim 270\) degrees (not uniformly sampled) to enable Angular Differential Imaging (ADI) reduction (Marois *et al.*, 2006a). Within each roll, the telescope was dithered using a customized nine-point spiral dither pattern covering a 0.13×0.13 region, with half-pixel dithers (\(\sim 64\) mas), ensuring a well sampled PSF. This observing procedure enhanced stability, but resulted in reduced total exposure time on the object and a limited range of roll angles within each block of three orbits. At the conclusion of the observing program, the full dataset comprised 270 images in each of the three filters.

\(^2\)GO Program #12511
3.3 Data Calibration

The WFC3/IR images are undersampled data at our wavelengths of interest. The DRIZZLEPAC software is the standard tool to improve the resolution of *HST* data, but it not optimal for high contrast imaging since it corrects the geometric distortion prior to improving the resolution of the images, the opposite being more appropriate here. We therefore modified the *ALICE* pipeline (Soummer *et al.*, 2014; Choquet *et al.*, 2014) to include the calibration of dithered WFC3 images.

![Graph](image)

**Figure 17.** 5-σ HR8799 detection sensitivity with ΔF127M magnitudes as a function of angular separation from the star. The black circles are our photometry values for HR8799bc. The solid red line shows the contrast estimated from a global KLIP reduction and the red dashed segments are contrast levels obtained in the optimized zones. This figure is intended to help preparation of future observations at high-contrast with *HST/WFC3* with the green line indicating the photon noise floor for the full dataset.

The program used a 9-pt spiral dither pattern with 0.5 pixel dither steps. *HST*
pointing stability within a single orbit for small dithers is $\sim$2–5 mas. Using the WCS information and the “interleave method” (Lauer, 1999), the dithered frames were combined to improve the resolution by a factor of 2 ($\sim$64 mas/pixel). The selected dither pattern does not permit reconstruction of two fully independent images using interleaving and one dithered frame has to be shared between them. The additional time-sampling provided by generating two images per 9-pt dither meant a deeper contrast and was thus preferred over the one image per 9-pt dither case. The upsampled images are then corrected from the detector distorted frame to an undistorted frame using correction maps (J. Anderson, private comm). Finally, the images were aligned by cross-correlating on the diffraction spikes in the data, resulting in 60 aligned and upsampled images.

The data were reduced by the Karhunen-Loève Image Projection (KLIP) algorithm based on principal component analysis (PCA, Soummer et al., 2012) used in the ALICE pipeline. For each of the 60 upsampled images, the reference PSF library is assembled imposing a minimum rotation of $2\times$FWHM at planet location to reduce self-subtraction.

We assumed knowledge of the location of the planets and reduced data in local zones around the expected positions for planets $b$ and $c$, similar to what was done in Soummer et al. (2011a). The reduction was performed in annular sections, over a parameter space exploring two radial sizes and three azimuthal widths. With $\sim$25 KLIP reductions per image our parameter space includes $\sim$150 images, giving $\sim$9000 images for each reduction of a given planet/filter combination. We explored a number of geometries and in particular the location of the planet with respect to the zone with best results when the planet is close to the inner edge of the zone.

Each reduced image is corrected for the KLIP throughput loss using forward
modeling, estimated by projecting a *TinyTim* model PSF (Krist *et al.*, 2011a) onto the KL modes, as described in Soummer *et al.* (2012); Pueyo *et al.* (2015). We then compute a data quality criterion as the ratio of the algorithm throughput to a noise estimate with matched-filtering in a local region around the planet. This criterion is therefore proportional to the true SNR, but without introducing any of the planet signal in the calculation so that it does not bias the results by amplifying speckles. The reduced data are ordered according to this criterion and cumulatively-combined using a median. The data quality criterion is then recalculated to determine the optimal number of images in the final image, shown in Fig. 16. This approach permits exploration of any algorithm parameter space to produce a single final image automatically by identifying the best combination of algorithm throughput and speckle suppression.

Photometry was obtained using matched-filtering with a truncated model PSF (5 pix) to reduce potential contamination from local speckles. This matched filter combined with partial truncation of the planet PSF by the reduction zone leads to an incomplete fraction of the planet flux (∼80%). All these effects were carefully calibrated using aperture photometry on archival WFC3 data of white dwarfs (GD153, G191B2B) from *HST* calibration programs, and of similar spectral type isolated brown dwarfs. The overall photometric correction precision is of the order of 3-4%, significantly smaller than the final photometric error bars on the planets.

The PSF library is not rigorously free of companion contribution, however the contribution of the companion at other roll angles is limited, since the data is not a true ADI sequence (the orients span the 270 degrees over multiple epochs) and the planets are very faint compared to the PSF wings. In addition, the noise is zero-mean within the reduction zone from KLIP but is not necessarily zero-mean within the
matched-filter equivalent aperture, and small biases may remain. The validity of the forward modeling approach for this particular dataset was investigated by injecting TinyTim PSFs in the data at the planets’ radial separation over a range of azimuthal angles (25 PSFs for \( b \) and 20 PSFs for \( c \)). The injected PSF flux was iteratively adjusted to result in the same SNR as each true planet after reduction. The mean photometric error on the synthetic planets was used as a bias correction to account for the two effects discussed above and the error on the photometry was estimated from the standard deviation in the measured signal for each of the fakes. Upper limit detections for HR 8799 \( c \) in F098M and F139M were obtained by adjusting the injected PSFs to detect almost all of them.

To ensure the absence of speckle amplification we injected “zero-flux synthetic planets” using the exact same pipeline. No significant detection could be noticed at the location of these injected zero-flux PSFs. Various combinations of reduced images were tested for the presence of flux at given positions as a function of telescope roll angle and reduction parameters, see Soummer et al. (2011a) for a detailed description. We estimated the False Positive Fraction (FPF) of \( 7.6 \times 10^{-22} \) (SNR \( \sim 10 \)) and \( 3.8 \times 10^{-7} \) (SNR\( \sim 5.3 \)) for \( b \) and \( c \) in the F127M filter assuming Gaussian statistics. We also calculated an FPF of \( 2.7 \times 10^{-11} \) (SNR\( \sim 7 \)) and \( 1.3 \times 10^{-4} \) (SNR\( \sim 4 \)) for \( b \) and \( c \) in F127M filter assuming a small number of resolution elements using the Student’s t-test relation presented in Mawet et al. (2014).

3.4 Results

Contrast curves for the data in the F127M filter are shown in Fig. 17, the figure indicates the contrast achieved using different analysis techniques and the contrast in
the global-KLIP and small-zone KLIP reductions. The global-KLIP reduction is not used in our analysis, we present this contrast curve estimate to guide future possible studies at high-contrast with \textit{HST/WFC3-IR}. The measured \textit{VEGAMAG} photometry for the detections and 1σ limits is presented in Table 6 using revised zero-points\(^3\). The photometry of the planets is compared with brown dwarfs measured in the same \textit{HST} filters in the color-magnitude diagram in Fig. 18. The positions of the planets in Fig. 18, verifies that the flux measurement for the planets do not deviate unrealistically from the brown dwarfs. The spectral type derived for each planet is dependent on the contrast between \textit{J} and water band fluxes being similar to that measured for brown dwarfs. Using a relation converting \textit{HST} photometric colors to a spectral type from Aberasturi \textit{et al.} (2014)\(^4\), we calculate a spectral type of L9.5 ± 0.5 for HR8799b and >L7 for HR8799c. The errors are the quadrature sum of the intrinsic scatter in the relation and the error in the photometric color. The larger role of clouds in giant planets with temperatures comparable to cloud-free brown dwarfs complicates the conversion of the color-magnitude position into spectral types. The following two subsections model the combined \textit{HST} photometry with measurements from the literature at different wavelengths to determine the atmospheric properties.

3.4.1 HR8799b

The \textit{HST} data in F139M provide the first detection of the planet \textit{b} in the water absorption region at 1.4\,μm. Additionally, the photometric points in F098M and

\(^3\)Revised ZP: F098M = 24.2209 mag, F127M = 23.7503 mag, F139M = 23.7679 mag

\(^4\)SpT=1.56-6.25*(F127M-F139M)
Figure 18. *HST* near-infrared color-magnitude diagram. The HR8799bc planets (red star, shaded region) are plotted with field L (blue circles) and T (green circles) brown dwarfs from recent *HST* studies (Aberasturi *et al.*, 2014; Apai *et al.*, 2013; Yang *et al.*, 2014). The black points are background field targets. The red rectangle for \( c \) represents our upper-limit estimate.

the peak of the \( J \) band (F127M) are consistent with measurements taken across similar wavelengths with ground based instruments (Currie *et al.*, 2011a; Marois *et al.*, 2008; Oppenheimer *et al.*, 2013). We combine the new *HST* data with photometric data available in the literature and fit the fluxes to synthetic model spectra from Barman *et al.* (2011, 2015) (cited as B15 in the rest of the paper). The models include clouds located at the intersection of the pressure-temperature profile and the chemical equilibrium condensation curve with a parameterized thickness but a homogeneous distribution in latitude and longitude across the planet. The models also include non-equilibrium chemistry for all important C, N and O bearing molecules, as well as
updated line lists for CH4 and NH3 (see B15 for details). The particle size-distribution is centered on 5µm following a log-normal distribution.

Figure 19 (top) shows two fits for the HR8799b photometry, the best fitting model to the F139M (black line), and the best fit to the [4.05] point (Currie et al., 2014b, green line). No individual model was able to fit the pair of neighboring fluxes at either F127M and F139M or L′ and [4.05]. The discrepancy may indicate missing physical processes in the model and the data is complicated by the non-contemporaneous measurements. Although the [4.05] band covers the Br-α line, accretion is unlikely due to the lack of Br-γ emission in the K-band spectrum (Barman et al., 2011). The ratio of F139M flux to F127M flux may be useful for estimating the combined effects of cloud size distribution, cloud thickness and coverage. However, effective temperature, gravity and composition will need to be better constrained to avoid degeneracies in the model fitting and better agreement with evolutionary models.

Fitting a combination of near-IR spectroscopy and IR photometry, B15 found a best matching model with $T_{\text{eff}} = 1000$K and $\log(g) = 3.5$, with potentially subsolar water abundance and enhanced C/O, however, the uncertain surface gravity results in a wide spread of values including solar metallicity. In this paper, the cooler best-fit model has solar abundances and we find $T_{\text{eff}} = 1000 - 1100$ K and $\log(g) = 3.0 - 4.5$, indicating consistency between photometry-based fits and those including spectroscopy. Our measured water band flux, relative to $J$-band, however, is brighter than predicted by all of the non-solar models explored by B15, suggesting that perhaps clouds play an important role.
Figure 19. Top: Model fits to HR8799b data. In the figure the red circles are HST photometry, and the blue squares are ground-based photometry, with the filter width shown as cyan bars at the bottom of the plot. The black and green lines (and corresponding circles) are the model spectra fitted to the full dataset. Bottom: The black line is the Konopacky et al. (2013) HR8799c model. The ground-based photometry in this paper comes from Marois et al. (2008); Currie et al. (2011a); Oppenheimer et al. (2013); Currie et al. (2014b); Skemer et al. (2012, 2014); Galicher et al. (2011). The blue star for HR8799c is the J-band photometry from Oppenheimer et al. (2013).
For HR8799c we measured the photometry in the F127M band and upper limits were determined for the F098M and F139M filters. The F127M flux is consistent with values obtained by integrating the spectrum from P1640 over the same wavelength range (Oppenheimer et al., 2013), but substantially lower than the reported $J$-band photometry (Marois et al., 2008). The new HST data were combined with similar and longer wavelength fluxes from the literature to construct the spectral energy distribution given in Fig. 19 (bottom). Plotted with the data is a model with $T_{\text{eff}} = 1100 \text{K}$, $\log(g) = 3.5$ and elevated C/O that fit the K-band spectrum from Konopacky et al. (2013). The fits agree well with the HST photometry and the longer wavelength data with the exception of a significant difference with the earliest measurement of the $J$-band photometry and an $\sim 2.5\sigma$ difference with the [4.05] data point. Our models for HR8799c with homogeneous cloud model agree, within the uncertainties, with the HST photometry and longer wavelength data out to $\sim 3.5 \mu\text{m}$ with the exception of the first epoch of $J$-band photometry$^5$. The difficulty in fitting all available photometry with reported uncertainties persists even when using patchy cloud models formed by combining clouds at different temperatures (Skemer et al., 2014) or opacity (Currie et al., 2014b) and the HST F127M measurement is more consistent with the patchy cloud models. Our attempts with a linear combination of models did not provide a better fit than the homogeneous cloud model with higher C/O ratio presented in Fig. 19 (bottom).

---

$^5$Improved analysis techniques and stellar variability cannot account for the factor of two difference in flux
Table 6. HR8799bc absolute photometry

<table>
<thead>
<tr>
<th>Planet</th>
<th>HST Photometry</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F098M</td>
</tr>
<tr>
<td>HR8799b</td>
<td>16.90 ± 0.18</td>
</tr>
<tr>
<td>HR8799c</td>
<td>&gt;15.72</td>
</tr>
</tbody>
</table>

$^a$: P1640 spectrum through the F127M filter gives, HR8799b = 16.16 ± 0.27 and HR8799c = 15.17 ± 0.08.

3.5 Discussion

Among the HST filters, the F127M is the most analogous to a ground-based filter and can be directly compared to previous results reported in the J-band. The HR8799b F127M photometry is consistent with previous results (Marois et al., 2008). There are two prior reported values for HR8799c - a P1640 spectrum (Oppenheimer et al., 2013) and a Keck J-band flux (Marois et al., 2008). The ground-based J-band photometry for HR8799c is approximately twice as bright as the measured HST flux. Integrating the HR8799c flux calibrated P1640 spectrum through the F127M filter matches the HST photometry to within 2-$\sigma$. A potential solution for this discrepancy might be intrinsic photometric variability caused by heterogeneous cloud layers, which we find is not required in our model fits. The early ground-based photometry might also have suffered from calibration issues which combined by the intrinsic variability of the star might explain some of the difference in flux measurement.

Efforts to match synthetic spectra to the ensemble of photometric data for HR8799b result in high effective temperatures and corresponding radii that are smaller by $\sim$50% (0.69 - 0.92 R$_{Jup}$), than predicted by theoretical brown dwarf and giant planet cooling tracks (see Marley et al., 2012, for a summary). Difficulty finding a model spectrum that simultaneously matches the near and mid-IR photometry could be due to the non-contemporaneous nature of the observations or perhaps the model-observation
inconsistencies at multiple bands are an indication of large-scale flux variations. Large variability would bias such model comparisons. For example, the bright \( J \)-band flux from Marois et al. (2008) is more consistent with higher effective temperatures than our \( HST \) F127M flux. The deep water absorption demonstrates that the atmospheres of both \( b \) and \( c \) are not enshrouded in high altitude hazes or clouds many pressure scale heights thick, important for many transiting exoplanets (Kreidberg et al., 2014). Nonetheless, clouds are important in shaping the overall SED of the planets. Both best-matching models plotted in Fig. 19 (top panel) have clouds composed primarily of Iron and Magnesium-Silicate grains, located in the near-infrared photosphere. The cooler model has a cloud located at \( P_{\text{gas}} \sim 1 \) bar and extending upward 1 pressure scale-height. The warmer (and higher gravity) model has a cloud base near 10 bar, extending upward 2 pressure scale heights. Using single models to reproduce the observations assumes global cloud coverage which is probably an overestimation.

With spectral energy distributions well sampled observationally and with model spectra that match reasonably well, the bolometric luminosities of both planets can be estimated, and we determine \( L_{\text{bol}} \) values of -5.1\( \pm \)0.1 for \( b \) and -4.7\( \pm \)0.1 for \( c \) consistent with Marois et al. (2008).

3.6 Conclusions

In this study, we have demonstrated that WFC3 is capable of investigating the atmospheres of planets requiring high contrast at wavelengths either inaccessible from the ground or at which the extreme adaptive optics systems perform poorly. With its photometric stability, \( HST \) provides a valuable resource to explore exoplanet atmospheres and will enable measurements such as the search for atmospheric variability.
The data from the current program can be used to build a PSF library for future high contrast imaging programs. Based on experience from the current program future studies would benefit from obtaining more exposures rather than performing the time-consuming in-orbit roll.

In this study, we were able to detect HR8799b in three WFC3 filters. In this work and in other studies, matching all of the data simultaneously has not been possible. In particular, some of the shortest wavelength data favor warmer conditions while some of the longer wavelength IR data favor cooler conditions, possibly caused by clouds. For HR8799c, we find very good agreement between the model fit with the F127M, resolving the long standing difficulty of fitting the previously reported $J$-band photometry. A possible explanation for the F127M and $J$-band flux difference is variability. Future spectrophotometric monitoring of HR8799b and HR8799c in the near and mid-IR might resolve whether the planets are variable over the duration of a single rotation period.
Chapter 4

THE GPIES CAMPAIGN AND SEARCHING FOR A CIRCUMPLANETARY DISK AROUND HD 106906B

The Gemini Planet Imager (Macintosh et al., 2014) is a facility instrument on the Gemini South telescope designed to image exoplanets at separations of 5–30 AU, inaccessible for most stars with the previous generation adaptive optics instruments. One of the largest concerns for directly imaging exoplanets, is suppressing the flux from the star. A young (∼10 Myr), 2–4 M\textsubscript{Jup} planet has a contrast of $10^{-6}$ compared to the star. When imaging a star with a ground based telescope, a few things that need to be corrected for are the atmospheric turbulence which induces large wavefront error and scattering of the light once it enters the telescope. The Gemini Planet Imager (GPI) is one of the first of the next-generation coronagraphic instruments that are designed to maximize the suppression of stellar flux and “quasi-static” speckles through a multi-pronged approach with the goal of directly imaging planets. The adaptive optics (AO) system on GPI provides significant improvements when compared to the previous generation Keck AO system, for e.g. GPI regularly achieves 90 – 120 nm of wavefront error compared to ∼250 nm on Keck (van Dam et al., 2004). The GPI AO system employs a “woofer-tweeter” system of deformable mirrors (DM) in combination with a Shack-Hartmann wavefront sensor in order to correct the optical wavefront. Here the woofer is a piezoelectric DM designed to correct low-order wavefront aberrations and the tweeter is a high-order 4096 actuator MEMS DM. GPI uses an Apodized Pupil Lyot Coronagraph (APLC) that was designed to maximize the achromaticity over the bandpass of interest while still providing > $10^{-7}$ contrast at separations greater than
$5\lambda_0/D$ (Soummer et al., 2011b). A significant source of uncertainty with traditional coronagraph systems is the location and brightness of the star behind the mask. To circumvent this issue, GPI has a square grid of narrowly spaced lines printed on the apodizer, these act as a diffraction grating that generate copies of the stellar point spread function at controlled locations, referred to as “satellite spots”, in the science image (Sivaramakrishnan and Oppenheimer, 2006). Where the location of the satellite spots is determined by the periodicity of the grating relative to the full pupil diameter, and the brightness depends on the line width relative to the line spacing. The science camera on the Gemini Planet Imager is a near-IR Integral Field Spectrograph with 2.8×2.8 arcsecond field of view, producing spectral cubes across the $YJHK$ bands with spectral resolutions of $\Delta \lambda/\lambda = 30$–70.

The Gemini Planet Imager Exoplanet Survey (PI: Macintosh; Macintosh et al., 2014), is a 890 hour campaign that makes use of the improved stellar suppression of the Gemini Planet Imager to find exoplanets. The campaign is designed to observe ~600 young, nearby stars, at high sensitivity, optimized to detect and characterize 1–10 M$_{Jup}$ planets. The primary goal of the survey is to measure the abundance of young Jovian planets at separations of 5–50 au from the parent star as a function of stellar mass, age and infrared excess. Further, for the planets (and sub-stellar companions) detected, measure the astrometry to estimate the orbital motion and $YJHK$ spectroscopy to characterize the atmospheric properties. The GPIES campaign is currently ~2 years in, with over 300 stars out of the 600 star survey observed, see Figure 20. The initial search is conducted in the $H$-band with typical sequences being ~1 hour long centered on meridian passage to maximize the field of view rotation. Each hour long sequence has 36–40 individual exposure taken with 60 sec exposure time. Follow-up of potential planet-mass candidates is conducted separately, typically the follow-up observations
Figure 20. HR diagram for the stars included in the GPIES campaign. The circles are color coded to indicate youth, with lighter shades for the youngest stars and darker shades for the oldest stars. The circle sizes show the distance to the star, with the closest stars having the largest circles and vice versa. Permission to reproduce figure granted by R. De Rosa.

are conducted with sufficient gap from the initial epoch to confirm that the companion is co-moving. When merited multi-wavelength observations are taken to classify the spectral type of the detected companion.
Figure 21. $5\sigma$ contrast curves for a subset (95 stars) of the observed GPIES stars and planet sensitivity of the same data. GPIES datacubes are combined with a weighted average, assuming an early L-type and mid T-type spectral shape for the weight. **Top-Left:** Contrast curves where the data was combined assuming the flatter early L-type brown dwarf spectral template. **Top-Right:** Assuming the mid T-type spectral template. **Bottom:** Planet detection sensitivity of the survey computed by taking the contrasts shown above and converting to mass estimates using the BT-SETTL grid (Allard et al., 2012a).

4.1 Understanding the GPIES contrast budget

During the original survey design of GPIES, the expected $1\sigma$ contrast for an hour of data was between $10^{-8}$–$10^{-7}$ at $\sim0.4''$ for stars between 4 to 8 mag in $I$-band (Graham et al., 2007). Plotted in Figure 21 are the final post processed contrast curves for a
Figure 22. Comparing the median 5σ raw contrast for all the data taken in a sequence against the final post-processed 5σ contrast, assuming the L-type spectral template, at the same separations. The lines plotted in the figure indicate the 1:1, 1:10, and 1:100 factors of improvement. The roughly linear trend suggests that the mean raw contrast can be used to approximate the final post-processed contrast.

subset of the GPIES stars observed thus far. Each individual contrast curve indicates a single, approximately hour long sequence of a star observed in campaign mode i.e. 20 – 40 images, where each image has an exposure time of 60s. The data is reduced using the pyKLIP implementation of the Karhunen-Loève Image Projection algorithm (Soummer et al., 2012; Wang et al., 2015). In both top panels, the final reduced IFS datacubes are collapsed using a weighted average, using either the spectrum of an L-type brown dwarf (left) or a T-type brown dwarf (right) to weight the H-band spectrum. The L-type spectrum shape is flatter when compared to the T-type which is why the contrast improves at close separations. The two panels in the bottom show
how the contrast curves affect the campaign sensitivity to detecting different planetary mass companions. The $5\sigma$ contrasts shown in the top two plots are converted to mass estimates using the BT-SETTL model grid (Allard et al., 2012a). For the L-type spectral template: 72% of the data is sensitive to companions with masses $< 20 \, M_{\text{Jup}}$ across the full GPI field of view and 19% are sensitive to planets $< 10 \, M_{\text{Jup}}$. For the T-type spectrum: 92% of the targets are sensitive to companions with masses $< 20 \, M_{\text{Jup}}$ across the full GPI field of view and 68% are sensitive to planets $< 10 \, M_{\text{Jup}}$.

Two things are obvious from Figure 21, first the spread in contrast between the best curve and the worst curve is quite large, $\sim 2$ mag, and second the on-sky performance of the Gemini Planet Imager does not match the original predictions by greater than an order of magnitude.

As part of campaign operations to improve the instrument contrast, the team initiated investigations into understanding the largest contributing factors affecting the contrast and exploring methods of either remedying the issue or modifying the conditions under which the campaign is observed. The survey infrastructure is setup so that as data is collected at the telescope, it is immediately archived on Dropbox and the header information along with other diagnostic information including the contrast at different separations are ingested into an SQL database. The Gemini Observatories operate primarily on a queue-based mode. However, GPIES is observed in “priority-visitor” mode; where the team has access to the instrument in stretches of 5–6 days only observing when conditions are suitable. This has several consequences for the campaign, the main one being to understand the effect of atmosphere and telescope conditions on the final sensitivity to planet detection. Aside from that, understanding when to observe and when to hand the telescope back to the queue to save campaign hour are also of great importance. In the following section we show
how the realtime science data processing permits analysis of the data and making these decisions.

4.1.1 Raw and Final Contrast

Plotted in Figure 23 are histograms for the $5\sigma$ contrast in single, 60 second GPIES exposures taken over the course of the survey. The raw contrast values are estimated at three separations, $0.25''$, $0.40''$, and $0.80''$ respectively. The 60s IFS cube is median combined to generate a single image for estimation of the contrast. The contrast is then, the ratio of the standard deviation in an annulus centered on the star at the three separations of interest relative to the satellite spot flux measured in the same image. The raw contrasts are separated in magnitude bins and show a clear trend of worsening contrasts as the stars get fainter. Also plotted is the median value for each separation and each magnitude bin with a colored dashed line. An obvious trend in the contrast histogram is the worsening of the instrument performance in the last two magnitude bins, $I > 8$ mag. This is caused by the AO system switching from 1 KHz readout to 500 Hz to enable faint star operation, which results in lower AO performance for stars fainter than 8th mag. The second is that at $0.25''$, the contrast is roughly independent of stellar brightness, a consequence of the data being dominated by the “quasi-static” speckle noise. At $0.80''$, the data is mostly background-limited and contrast varies almost linearly with star brightness.

As shown in Figure 21, the sensitivity/ability of the survey to detect companions can be directly tied to the final post processed contrast. However, the final contrast curve for each dataset is only available after completing a sequence on a target and is thus unavailable to inform the observers while the data is being taken. Plotted in
Figure 23. Histogram of the estimated 5σ contrast in each single 60s image as a function of the stars $I$-band magnitude. The contrast values are estimated at three separations in the raw images, 0.25″, 0.40″, and 0.80″ respectively. The stars are separated into magnitude bins and for each bin the 16, 50 and 84th percentile values are indicated in the legend.
Figure 22 is a comparison of the final contrast obtained in each hour long $H$-band campaign sequence against the median of the raw contrasts for 20–40 exposures that are part of the sequence. The final contrasts are on average at least $10 \times$ better than the average raw contrasts. The encouraging aspect, is that despite the advanced image processing applied to the final images, there appears to be an approximately linear trend between the raw and final contrasts. Thus trends noticed in the final post processed contrast curves can be compared against environmental parameters measured during the observations to derive correlations that can be applied to the raw data and contrasts estimated in the raw data to make informed decisions while observing.

4.1.2 Comparing contrast to header values

The Gemini South telescope populates every science image header with range of atmospheric and environment parameters that are typically measured in real time. In this study we investigated correlations between the final post processed contrast and a subset of these header values. The parameters studied include the brightness of the source, total integration time at the end of the sequence, airmass of the target, RMS wavefront error, total field of view of rotation, seeing estimates from the Differential Image Motion Monitor (DIMM; Sarazin and Roddier, 1990) and Multi-Aperture Scintillation Sensor (MASS; Kornilov et al., 2003), coherence time ($\tau_0$), which is defined as the time it takes a turbulent cell to move a third its length, and the wind speed measured on the secondary mirror of the telescope.
Figure 24. Plotted in the figure are the 5σ final contrast at 0.4″ as a function of the star I-magnitude. Points with contrast >1.5×10⁻⁵ are colored with red circles. Typically, these low contrast values tend to occur for the faintest stars.

Plotted in Figure 24 is the 5σ contrast as a function of the I-band magnitude at 0.4″ separation. As stated earlier, the raw contrast shows a trend of poorer contrast as the star gets fainter. As expected this trend is also seen in the final post processed contrast values seen on this figure. To understand correlations arising from parameters aside from star brightness for the remaining analysis we mark all stars with contrast greater than 1.5×10⁻⁵ with red circles and look for potential second-order correlation that are unrelated to stellar brightness. The comparisons are shown in Figure 25, and 26. Similar to the comparison against the magnitude of the star, in these figures we plot the contrast as a function of the environmental parameters mentioned above. For typical observations the atmospheric seeing is expected to drive the quality of the data, however as can be seen the GPI observations show no obvious correlation when compared to either the DIMM seeing which represents the ground layer turbulence or the MASS seeing which accounts seeing variations at higher atmospheric layers.
Figure 25. Plotted in the figure are the 5\(\sigma\) contrast at 0.4\(''\) as a function of a) MASS seeing, b) DIMM seeing, c) airmass, d) wind speed on the secondary. No correlations are visible in any of the parameters tested. Points with contrast \(>1.5 \times 10^{-5}\) are colored with red circles.

Typical GPIES observations are taken when the star is close to zenith, so the lack of correlation with airmass is expected. We also chose to compare against the wind hitting the secondary mirror since it is fairly susceptible to high winds and can require the observatory to be closed due to gusts. However, there appears to be no correlation with the wind velocity. The field of view rotation and total integration time can positively affect contrast, however the spectral information available in GPIES data means that once a target achieves \(>20\) deg of rotation there is no apparent gain in contrast due to rotation or integration time.
Figure 26. Plotted in the figure are the 5σ contrast at 0.4′′ as a function of a) rotation, b) total exposure of sequence, c) coherence time, d) RMS wavefront error. There appear to be trends with the rotation, coherence time and RMS wavefront error. Points with contrast $>1.5\times10^{-5}$ are colored with red circles.

The parameters plotted in the bottom two panels of Figure 26 are the only ones that show clear correlations against contrast, aside from the guide star magnitude. The RMS wavefront error is highly dependent on the brightness of the AO guide star magnitude and thus the star brightness, so the correlation is expected. Since fainter stars have larger wavefront error and poorer contrast. The correlation against coherence time ($\tau_0$) is interesting and provides a clear observable that can be used to make decisions regarding observing strategy. A linear fit to the data indicates that as $\tau_0$ increases the contrast correspondingly improves. Interesting, GPI was designed to
operate in median $\tau_0 \gtrsim 5\text{ms}$ which is clearly not the prevalent conditions at Gemini South.

The preliminary analysis presented in this text presented a clear path forward for the GPIES team to understand the complete contrast budget. Further studies into understanding both the raw and final contrast when compared to AO telemetry data are presented in Bailey et al. (2016).

4.2 Direct imaging of an asymmetric debris disk in the HD 106906 planetary system

HD 106906, a young star in Lower Centaurus Crux (de Zeeuw et al., 1999), was observed as part of the 600 star Gemini Planet Imager Exoplanet Survey. This star was previously identified to host a co-moving, substellar companion ($11\pm2\,M_{\text{Jup}}$) at a projected separation of 654 AU (Bailey et al., 2014). Kalas et al. (2015b) presented an analysis of the GPIES data where the authors examined several questions regarding the system including a) the morphology of the debris disk with both GPIES and archival HST data, b) search for planets closer in to the star, c) exploring whether the planet interacted with the debris disk at any point in its evolution, d) examine the near-IR spectral energy distribution of the planet to constrain the presence of circumplanetary material around the planet. In this thesis, we present the latter three points of investigation in greater detail. It is worth mentioning that the GPIES data was used to confirm the presence of a two-component edge on debris disk for HD 106906, with the inner debris disk visible in the GPIES imaging and the outer disk in the HST/ACS data. The HST data shows an edge on disk extending to $\sim550$ AU to the west, in the direction of the planet while the corresponding feature is missing on the east. Figures 27, 29, and 30, Tables 7, and 8 and Sections 4.2.1 and 4.2.3.3 were
primarily produced by me, while Figure 28, and Sections 4.2.2, 4.2.3., 4.2.3.1, 4.2.3.2 and 4.2.4 are written by Kalas et al. (2015b) and are reproduced here to provide context. For greater details on the examination of the debris disk I would like to refer the readers to Kalas et al. (2015b).

4.2.1 Search for Additional Planets with GPI

Figure 27. Left: 5-σ contrast in the $H$-band as a function of angular separation from the star. Three contrast curves are shown for different companion spectral shapes: flat (black), L8 (red), and T8 (blue). Over-plotted is the detection threshold for a 3$M_{\text{Jup}}$ and 6$M_{\text{Jup}}$ planet calculated using a 13 Myr BT-Settl model (Allard et al., 2012a). Right: Minimum detectable planet mass (5-σ limit) as a function of angular separation.

Figure 27 translates our point source detection limits with GPI to planet mass detectability under a variety of model assumptions. The important point is that no planet as massive as HD 106906b (11 $M_J$) is detected in the GPI field, with an inner working radius of 0$''$2 (18.4 AU). This is relevant because if HD 106906b formed in a circumstellar disk around the primary and was subsequently ejected to large radii by planet-planet scattering, a perturber with comparable or greater mass might still reside in the system. Unfortunately, our search with an 18.4 AU projected inner radius
is not exhaustive; for example, a $\beta$ Pic b analog with a $\sim 9$ AU semimajor axis and low eccentricity would remain hidden around HD 106906b with the current GPI data (though planned non-redundant aperture masking with GPI can probe closer to the star).

4.2.2 Optical Photometry of HD 106906b with HST

Our recovery of HD 106906b with HST/ACS validates the Bailey et al. (2014) discovery in these data. Overall, we confirm their astrometric measurements, but can refine their F606W photometry, which they give as “[F606W] = 24.27 ± 0.03 mag”. In our version we restrict our measurement to the first 1250-second exposure (j91771lkq_drz.fits) because there are no cosmic ray hits within the boundary of the first Airy ring. We use the same PSF subtraction as displayed for Fig. 3, but the data are not rotated to north to avoid interpolation artifacts. We measure photometry within 0′′2 radius and our estimate for the sky background value is the median value of pixels contained in an annulus between 0′′200 and 0′′375 radius. The photometry within 0′′2 gives 1.934 electrons/second. We use the information provided by Chiaberge et al. (2009) to adopt a 0.009 mag charge-transfer efficiency (CTE) correction.

For the aperture correction, Sirianni et al. (2005) give 0.180 mag at 0.600 $\mu$m to correct from an 0′′20 aperture to a 5′′5 radius aperture. However, they recommend that the encircled energy profiles of stars in the observations at hand are used due to various effects such as differences in focus. For the five brightest field stars we empirically determined the aperture correction from 0.2′′ to 0.5′′. This gives a median value of 0.212±0.005 mag. Then we used Sirianni et al. (2005) to add the published aperture correction from 0.5′′ to 5.5′′ radius, which is 0.089 mag. Thus the average
aperture correction is 0.301 mag. We arrive at the final photometric measurements for HD 106906b, which are CTE and aperture corrected: VEGAMAG = 24.07 mag, STMAG = 24.31 mag, ABMAG = 24.15 mag (or 0.800 \( \mu \)Jy, assuming a F606W zeropoint of 3630 Jy). The 1-\( \sigma \) uncertainty in deriving an aperture correction is 0.005 mag. However, PSF subtracted images have residual background fluctuations that dominate the photometric noise. To empirically estimate the photometric measurement uncertainty for a source this faint, we inserted 13 copies of a TinyTim PSF (appropriately scaled to the flux of HD 106906b) into the regions free of cosmic-ray hits within 2\( '' \) of the location of HD 106906b. We then performed aperture photometry using exactly the same technique as for HD 106906b, and determined a 1-\( \sigma \) photometric uncertainty of 0.14 mag.

4.2.3 Testing for a circumplanetary disk

To search for evidence of a circumplanetary disk, we conducted three experiments: (1) measure the radial profile of HD 106906b in the HST image to determine if the object is extended, (2) test whether or not scattered light could account for the optical flux, and (3) compare the colors of HD 106906b to both model predictions and an empirical sample of other bound, substellar objects with similar ages and spectral types.

4.2.3.1 Radial profile of HD 106906b

With the stable PSF delivered by HST and the presence of numerous additional point sources in the ACS image, the HD 106906b radial profile can be tested for
Figure 28. Radial intensity profiles (the median value in concentric rings centered on each star) of HD 106906b and 11 other point sources in the HST/HRC F606W field, normalized to unity. The HRC pixel scale is 25 mas/pixel and the measurements are made with IDP3 (Lytle et al., 1999), resampling the image by a factor of eight using bicubic sinc interpolation. For HD 106906b, the azimuthal morphology of the first Airy ring is similar to the other stars, but there is a distinct outward radial offset in the peak of the first Airy ring, which also contains more flux than the 11 comparison stars.

extended nebulosity. If HD 106906b is an 11 M_J object 650 AU from a 1.5 M_☉ star, the Hill sphere has radius 86 AU (0.93″).

If the dust was captured when HD 106906b was located closer to the star, the Hill radius would be smaller (e.g. the planet at 100 AU has a Hill radius of 13 AU or 0.14″). Therefore, a debris cloud surrounding HD 106906b could be resolved.

To test for extended nebulosity in the F606W data, we measured the radial profiles of HD 106906b and 11 other point sources in the field. Figure 5 demonstrates that the PSF core of HD 106906b is consistent with the other 11 sources, but the PSF
wing is anomalously bright between 0.10′′ and 0.15′′ radius (9–14 AU). Specifically, in this radial region the HD 106906b PSF has 26% more summed light than the summed light of the average PSF from field stars (all PSF peaks are normalized to unity). Or, including the cores of the PSF, the summed light from 0′′ to 0.15′′ is 1.6% greater. Therefore, the extra PSF halo brightens the optical magnitude of HD 106906b by 0.017 mag.

The PSFs are also distinguished by the radius at which the first Airy ring peaks. For HD 106906b the peak is at 4.44 pixels radius (111 mas or 10.2 AU), whereas for the 11 field stars the Airy ring peaks at a median value of 3.69±0.23 pixels. To estimate the uncertainty for the value of the HD 106906b Airy ring maximum, we turn to the 13 artificial point sources that were inserted into the data for the purpose of determining the photometric uncertainty (Section 3.3). As discussed below, the TinyTim PSF does not exactly represent the astrophysical PSF of HD 106906b, but we can nevertheless use it to quantify how the measurements of the Airy ring peaks are influenced by noise at the 13 different insertion points near HD 106906b. This experiment shows that the Airy peak measurement on a source as faint as HD 106906b has σ = 0.14 pixel. Adding the two uncertainties in quadrature, the difference between the planet and the field star Airy ring peaks is 0.71±0.27 pixels.

To test whether or not the PSF shape is due to the extreme red color of HD 106906b, we examined the TinyTim (Krist et al., 2011b) calculations of PSF structure for HST/ACS/HRC coronagraphic observations in F606W. We find that the first Airy ring for an A0V star, an M3V star, and a 1000 K blackbody peaks at 3.52 pixels (0.088′′), 3.68 pixels, and 3.68 pixels radius, respectively. The maximum flux level of the 1000 K Airy ring is 5% lower than the A0V Airy ring. HD 106906b, on the other hand, has significantly more flux in the first Airy ring compared to the
comparison objects in the field, and the ring peaks at a greater radius, as shown above. The TinyTim models for PSF structure therefore do not account for the extended HD 106906b PSF size.

The experiments above give tentative evidence for a slightly resolved structure surrounding HD 106906b. What we were identifying as the peak of an Airy ring around HD 106906b should instead be termed a shoulder on top of the intrinsic Airy ring. Nevertheless, it is critically important to observe HD 106906b to greater depth and with different instrumentation to understand if spurious noise and/or a distant background object could account for the shoulder detected in the ACS data.

4.2.3.2 Origin of optical flux for HD 106906b

We also examined whether or not the measured F606W flux is higher than expected from the calculated in-band integrated flux of model atmospheres, matching the published effective temperature, age and mass of the companion from Bailey et al. (2014). A similar exercise was conducted with the HST optical discovery of Fomalhaut b, which was found to have flux two orders of magnitude greater than that predicted by models (Kalas et al., 2008). For HD 106906b, the BT-Dusty and BT-Settl models (scaled to the $J$-band data) predict F606W apparent VEGAMAG magnitudes 24.64 ($5.71 \cdot 10^{-7}$ Jy) and 25.68 ($2.23 \cdot 10^{-7}$ Jy), respectively. Our measured F606W value of 24.07 mag is 0.57 mag and 1.61 mag brighter, respectively. The combined uncertainty of the F606W flux (0.14 mag) and the $J$-band data (0.3 mag) is $\sigma = 0.33$ mag, which means that the observed optical flux is $1.7 \sigma$ and $4.9 \sigma$ greater than the respective theoretical predictions. This is certainly not as large a discrepancy as in the case of Fomalhaut b, but it is consistent with the hypothesis that captured material would
add reflected light to the intrinsic flux from the planet. The two important caveats, as noted in Section 4.1, are that the atmosphere models are uncertain, and there is an intrinsic astrophysical diversity in the colors of low-mass objects.

Hypothetically, we find that all of the optical light from HD 106906b could in fact arise from scattered starlight. The stellar flux received at Earth (assuming $D=92$ pc, $L_* = 2.143 \cdot 10^{27}$ W) is $f_* = 2.116 \cdot 10^{-11}$ W m$^{-2}$. For a star-planet separation of $d=1000$ AU, the stellar flux received at the planet is $7.58 \cdot 10^{-3}$ W m$^{-2}$ (Fomalhaut b was 1.7 W m$^{-2}$). The reflected light will depend on several factors such as the geometry of the system, the total scattering surface ($\Sigma$) from the planet and its dust cloud or ring, and a scattering efficiency, $Q_s$, such as the product of the geometric albedo and phase function at a given phase. For a circumplanetary ring such as Saturn’s main rings, the scattering geometry is important, but for more radially extended dust distributions we can reasonably assume an optically thin and roughly spherical dust cloud. Therefore all the grains are illuminated and it does not matter how the planet is oriented relative to the incident light and the observer. We can write the flux received at earth as:

$$f_p = 7.58 \cdot 10^{-3} \Sigma Q_s^4 \pi D^2$$

$$= 7.48 \cdot 10^{-41} \Sigma Q_s [\text{W m}^{-2}]$$

We can rewrite this as a contrast in apparent magnitude between the planet’s reflected light and the star:

$$m_p - m_* = m_p - 7.81 \text{ mag} = -2.5 \log (f_p/f_*)$$

$$m_p = -2.5 \log (\Sigma \cdot Q_s) + 81.44 \text{ mag}$$

For the sake of argument, we assume the albedo and phase function average to
$Q_s = 0.1$ and then ask how large does $\Sigma$ have to be in order to satisfy our F606W magnitude of $m_p = 24.07$ mag? In this case $\Sigma = 10^{24}$ m$^2$ which in the geometry of a large circular disk projected onto the sky has radius $r = 1.669 \times 10^{12}$ m = 11 AU = 0.12$''$. Observationally, this value is similar to the radial extent of the anomalous PSF shown in Figure 5 and the possible range of Hill radii given in Section 4.2.1. If this projected surface area is due to dust grains with radius 5 µm and density 2000 kg m$^{-3}$, then the total mass is $\sim 10^{22}$ kg (i.e. similar to Pluto). Therefore the hypothetical size and mass of the dust cloud do not violate any observational or theoretical constraint. Some or all of the optical light could arise from a circumplanetary dust cloud scattering stellar light.

4.2.3.3 Infrared Colors of HD 106906b

A circumplanetary dust disk or cloud would be very cold due to the relatively low luminosity of the planet and the large distance from the host star. We studied the 2MASS, Spitzer, Herschel and ALMA data and do not detect a source at the location of HD 106906b, which is expected given its extremely low luminosity ($2.3 \times 10^{-4}$ L$_\odot$; Bailey et al. 2014). For example, given the noise properties of the Sco-Cen Spitzer observations in aggregate, uncontaminated observations place a 3-σ limit on the 24 µm emission of $\sim 0.3$ mJy (this is a best-case limit because of source confusion.) If we assume that the peak for the emergent thermal emission arises at 24 µm, then we can approximate $L_{IR} < 9.7 \times 10^{-6}$ L$_\odot$ assuming the same heliocentric distance as the primary (92 pc). Given the instrument configuration and the integration time, we can only place an upper limit on $L_{IR}/L_{planet} < 0.042$.

We also investigated whether or not the NIR photometry for HD 106906b published
Figure 29. Left: Near-infrared color-magnitude diagram for M dwarfs (black circles), L dwarfs (gray circles), and T dwarfs (gray diamonds) along with a sample of known, young, low-mass companions with ages between 2 and 30 Myr and spectral types from L0 - L4 (blue diamonds). HD 106906b is marked with a large red diamond. The M, L, and T dwarf photometry is taken from Dupuy and Liu (2012b). Right: Companion mass as a function of age for the companion sample from the left panel. The sample, presented in Table 7 and 8, includes targets with ages spanning both younger and older than HD106906 with masses comparable to the HD 106906b.

in Bailey et al. (2014) is anomalous empirically (relative to several comparison objects), and theoretically (when compared against two different atmospheric model predictions). The infrared photometry is compiled in Table 7 along with the photometry for a set of seven low mass companions with similar masses and ages (Kraus et al., 2014, 2015; Bailey et al., 2013; Lagrange et al., 2009; Patience et al., 2012; Delorme et al., 2013). The comparison sample is plotted on a color-magnitude diagram in Figure 29 (left) and all the young (2 – 30 Myr) imaged companions with spectral types of L0 to L4, similar to HD 106906b. The young, planetary mass companions to 2M1207 and HR8799 are not included due to their considerably cooler temperatures and later spectral types. The distribution of the comparison, young low mass companions in
estimated mass and age is given in Figure 29 (right) and shows that the sample can serve as an analogous comparison sample.

Figure 30. The difference between observed and model colors as a function of age for the young companion sample in Table 7. The dashed line indicates a color difference of zero. The plot illustrates that only two objects, HD 106906b and FW Tau b, consistently show observed colors redder than the models.

Two evolutionary models - BT-Dusty (Allard et al., 2001b) and BT-Settl (Allard et al., 2012a) - were used to estimate the photospheric colors; both grids provide photometry values for objects that span the full range of ages and masses covered by the low mass companions. The grid points were interpolated with a power law to estimate magnitudes at the specific ages of the target using a model mass consistent with each target. The model photospheric colors for each target and each model
<table>
<thead>
<tr>
<th>Companion Name</th>
<th>Mass (M_{Jup})</th>
<th>Age (Myr)</th>
<th>Apparent Magnitude</th>
<th>Evidence for disk</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>HD 106906b</td>
<td>11 ± 2</td>
<td>13 ± 2</td>
<td>17.6 ± 0.3</td>
<td>14.6 ± 0.1</td>
<td>[1], [2]</td>
</tr>
<tr>
<td>FW Taub</td>
<td>10 ± 4</td>
<td>2 ± 1.5</td>
<td>17.34 ± 0.07</td>
<td>14.3 ± 0.1</td>
<td>[3], [4], [5]</td>
</tr>
<tr>
<td>ROXs 42Bb</td>
<td>10 ± 4</td>
<td>7 ± 1.5</td>
<td>16.12 ± 0.07</td>
<td>none reported</td>
<td>[5], [6]</td>
</tr>
<tr>
<td>GSC 6214-210B</td>
<td>17 ± 3</td>
<td>10 ± 2</td>
<td>16.2 ± 0.2</td>
<td>none reported</td>
<td>[3], [4], [7], [8]</td>
</tr>
<tr>
<td>1RXS 1609-2105B</td>
<td>14 ± 2</td>
<td>6 ± 2</td>
<td>17.9 ± 0.1</td>
<td>none reported</td>
<td>[7], [9], [10]</td>
</tr>
<tr>
<td>Beta Picb</td>
<td>11 ± 2</td>
<td>21 ± 4</td>
<td>14.11 ± 0.21</td>
<td>none reported</td>
<td>[11], [12], [13], [14]</td>
</tr>
<tr>
<td>AB PicB</td>
<td>13.5 ± 0.5</td>
<td>30 ± 10</td>
<td>16.3 ± 0.1</td>
<td>none reported</td>
<td>[15], [16], [17]</td>
</tr>
<tr>
<td>2M0103(AB)b</td>
<td>13 ± 1</td>
<td>30 ± 10</td>
<td>15.5 ± 0.3</td>
<td>none reported</td>
<td>[17]</td>
</tr>
</tbody>
</table>

are listed in Table 8 with the measured colors for HD 106906b and the comparison sample. This approach to inferring the presence of a disk from photometry is similar to previous studies (e.g. Bailey et al., 2013).

Several of the comparison objects have previously reported evidence for disks. The most substantial disk has been detected around FW Tau b with ALMA continuum emission (Kraus et al., 2015) and accretion signatures (Bowler et al., 2014). Both GSC 6214-210B and 1RXS 1609-2105B exhibit excess emission (Bailey et al., 2013; Wu et al., 2015), and GSC 6214-210B also shows both Hα and Paβ emission from accretion signatures (Bowler et al., 2011; Zhou et al., 2014; Bowler et al., 2014). In Figure 30, the difference in observed and model colors is plotted as a function of age, which is also expected to correlate with surface gravity. FW Tau b, the object with the strongest evidence for a disk, stands out as the reddest object, HD 106906b has the second largest offset from the model photospheres. The HD 106906b color excess is larger than the two other comparison objects with reported evidence of disks - GSC 6214-210B and 1RXS 1609-2105B.

Due to the 0.3 mag uncertainty on the J-band photometry, the significance of the red excess is limited, but the results suggest the possibility of the presence of a circumplanetary dust around HD 106906b. Based on the combination of evidence from the IR color, HST optical radial profile, and the optical flux level, we conclude that there may be a disk of material that was either captured in an encounter with the primary star’s disk, or retained from the time of formation of the planetary mass companion. Additional observations are required to clarify these tentative conclusions about the environment surrounding HD 106906b.
Table 8. Comparison of observed infrared colors vs. model colors for the imaged companions

<table>
<thead>
<tr>
<th>Companion Name</th>
<th>Observed Color J-Ks (mag)</th>
<th>Model Color (J-Ks)</th>
<th>Observed Color J-L′ (mag)</th>
<th>Model Color (J-L′)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>BT-Settl</td>
<td></td>
<td>BT-Settl</td>
</tr>
<tr>
<td>HD 106906b</td>
<td>2.14 ± 0.3</td>
<td>1.7</td>
<td>3.0 ± 0.3</td>
<td>2.69</td>
</tr>
<tr>
<td>FW Taub</td>
<td>2.24 ± 0.1</td>
<td>0.97</td>
<td>3.09 ± 0.12</td>
<td>1.69</td>
</tr>
<tr>
<td>ROXs 42Bb</td>
<td>1.59 ± 0.09</td>
<td>1.50</td>
<td>2.42 ± 0.11</td>
<td>2.44</td>
</tr>
<tr>
<td>GSC 6214-210B</td>
<td>1.49 ± 0.28</td>
<td>1.50</td>
<td>2.49 ± 0.28</td>
<td>2.44</td>
</tr>
<tr>
<td>1RXS 1609-2105B</td>
<td>1.91 ± 0.22</td>
<td>1.94</td>
<td>3.1 ± 0.13</td>
<td>3.00</td>
</tr>
<tr>
<td>Beta Picb</td>
<td>1.64 ± 0.25</td>
<td>2.06</td>
<td>2.94 ± 0.22</td>
<td>3.19</td>
</tr>
<tr>
<td>AB PicB</td>
<td>2.15 ± 0.13</td>
<td>2.30</td>
<td>3.28 ± 0.13</td>
<td>3.57</td>
</tr>
<tr>
<td>2M0103(AB)b</td>
<td>1.8 ± 0.36</td>
<td>2.30</td>
<td>2.8 ± 0.32</td>
<td>3.57</td>
</tr>
</tbody>
</table>
4.2.4 Comparison to HD 15115 and Fomalhaut b

The HD 15115 debris disk was the first in what seems to be a class of debris disks that are so extreme in their disturbed morphology, they resemble a “needle” in the near edge-on view over $10^2$ AU scales (Kalas et al., 2007). On scales of $\sim$10 AU, Mazoyer et al. (2014) discovered that HD 15115 has a more symmetric inner hole, essentially representing the “eye of the needle.” As with our GPI image of HD 106906b (Figure 1), the eye of HD 15115 has a northern edge that is significantly brighter due to preferential forward scattering and a $\sim 87^\circ$ line of sight inclination.

Kalas et al. (2007) suggested that a nearby M dwarf may have perturbed the HD 15115 disk, though this scenario was found unlikely by Debes et al. (2008), and therefore the origin of the extreme asymmetry for HD 15115 remains an open question. The discovery of a needle-like debris disk around HD 106906 represents a fresh opportunity to investigate the origin of such structure.

The question of how HD 106906b obtained an apparent position outside of the primary’s debris disk invites comparisons to the Fomalhaut system. Fomalhaut b is currently located very near the inner edge of the debris disk, but its highly eccentric orbit will place it beyond the outer edge in the future (Kalas et al., 2013). Its low mass ($\lesssim 1M_J$; Janson et al. 2012) means that the prominent 140 AU dust belt may survive many planet crossings whereas the high mass of HD 106906b tends to argue that it did not recently encounter the inner disk of the system. In both cases, significant future work is necessary to answer the fundamental question of whether or not the planet is coplanar with the disk. However, in both cases the question is raised on whether or not the planet has acquired circumplanetary material due to the possible interactions with the debris disk. For Fomalhaut b the evidence for circumplanetary
material rests on the anomalously high optical flux, whereas for HD 106906b the
evidence is based on the possible infrared excess, the brighter optical flux than the
model predictions, and the extended shape of the optical PSF compared to all other
field stars. Fomalhaut b may also be extended in the optical (Galicher et al., 2013),
but this result is also tentative given that the extended morphology is detected in
only one bandpass (F814W).
CHARACTERIZING 51 ERI B FROM 1–5 μM: A PATCHY-CLOUD EXOPLANET

Until recently, most of the imaged planetary mass companions detected were typically orbiting their parent star at large orbital separations, >30 au. However, new instrumentation with second generation adaptive optics such as the Gemini Planet Imager (GPI, Macintosh et al., 2014) and Spectro-Polarimetric High-contrast Exoplanet REsearch (SPHERE, Beuzit et al., 2008) are now routinely obtaining deep contrasts ($>10^5 − 10^6$) in the inner arcsecond (5–30 au). The recent detection of new companions (Macintosh et al., 2015; Konopacky et al., 2016; Wagner et al., 2016; Milli et al., 2017) and debris disks (Currie et al., 2015; Wahhaj et al., 2016; Millar-Blanchaer et al., 2016; Bonnefoy et al., 2017) showcase the advances made by these next generation AO systems. Direct imaging, unlike non-direct methods such as radial velocity and transits, measures light from companion directly, which permits measuring the atmospheric spectrum, with the caveat that the final calibration is dependant on complete understanding of the stellar properties. These new AO instruments combine excellent image stability and high throughput with IFU spectrographs, enabling the measurement of a spectrum of the planet in the near infrared (IR) wavelength range. Combining the near-IR spectra with mid-IR photometry from instruments such as Keck/NIRC2, MagAO/Clio or LBT/LMIRCam, provides valuable constraints on the effective temperature and non-equilibrium chemistry when undertaking comprehensive modeling of the exoplanet spectral energy distribution.

In this study we focus on the planetary companions, 51 Eridani b (51 Eri b; Macintosh et al., 2015). 51 Eri b is the first planet discovered by the Gemini Planet
Imager Exoplanet Survey (GPIES), a survey targeting 600 young and nearby stars using GPI to search for exoplanets. The planet orbits 51 Eri A, a young F0IV star with an age of $26 \pm 3$ Myr (Nielsen et al., 2016), that is part of the β Pic moving group (Malo et al., 2013). The primary is part of a hierarchical triple with two M-star companions, GJ 3305AB, separated from the primary by $\sim 2000$ au (Feigelson et al., 2006; Montet et al., 2015). 51 Eri A is known to have an IR excess, and a debris disk was detected in *Herschel Space Observatory* 70 and 100 $\mu$m bands with very low IR luminosity of $L_{\text{IR}}/L_\star = 2 \times 10^{-6}$ and an a lower limit on the inner radius of 82 au (Riviere-Marichalar et al., 2014) as well as a detection at 24 $\mu$m with the *Spitzer Space Telescope* (Rebull et al., 2008). The debris disk was not detected in Macintosh et al. (2015), which, given the low fractional luminosity would be extremely challenging. The analysis of the atmosphere of 51 Eri b by Macintosh et al. (2015) was based on GPI $JH$ spectra (1.1–1.8 $\mu$m) and Keck $LP$ photometry (3.76 $\mu$m), using two different model atmosphere grids to estimate planet properties. While the models agreed on the temperature and luminosity, they were highly discrepant in terms of best fitting surface gravity with one grid suggesting low surface gravity and youth while the other required a high surface gravity and an old planet. Similarly, one grid best fit the atmosphere when using a linear combination of cloudy and clear models while the other best fit the data with clear atmosphere. These discrepancies indicate that more data is required to fully constrain the planet parameters.

In this paper, we present new observations and revised data analysis that can be used to discriminate between some of the disagreements. In Section 5.1, we present the first $K1$ (1.90–2.19 $\mu$m) and $K2$ (2.10–2.40 $\mu$m) spectrum of the planet taken with GPI. We also present updated $LP$ photometry and new observations of the planet in the $M_\text{S}$-band (4.67 $\mu$m). In Section 5.2, we present new near-IR photometry of the
star and revise the stellar spectral energy distribution (SED) used in the rest of the analysis. In Section 5.3, we examine the near- and mid-IR photometry of 51 Eri b in relation to that of other field and young brown dwarfs through the brown dwarf color-magnitude diagram. We also compare the near-IR spectrum of 51 Eri b to field brown dwarfs, and planetary-mass companions to estimate the best fitting spectral type of the planet. Finally, in Section 5.4 we model the planet SED using two different grids spanning effective temperatures from 450K to 1000K with deep iron/silicate clouds or sulfide/salt clouds. The 1–5 µm spectral energy distribution in combination with these two model grids with help refine the planet properties and clarify whether the atmosphere is best fit by clouds, or not.

5.1 Observations and Data Reduction

5.1.1 GPI K1 and K2

51 Eri b was observed with the Integral Field Spectrograph (IFS) of GPI through the K1 filter on 2015 November 06 UT and 2016 January 26 and through the K2 filter on 2015 December 18 UT (see Table 9). Standard procedures, namely using an argon-arc lamp, were used to correct the data for instrumental flexure. To maximize the parallactic rotation for Angular Differential Imaging (ADI; Marois et al., 2006a), the observations were centered on meridian passage. All the GPI datasets underwent the same initial data processing steps using the GPI Data Reduction Pipeline v1.3.0 (DRP; Perrin et al., 2014). The processing steps included dark current subtraction, bad pixel identification and interpolation, this is followed by compensating for instrument flexure using the argon arc spectrum (Wolff et al., 2014). Following this step, the
Table 9. Observations of 51 Eri b

<table>
<thead>
<tr>
<th>Date</th>
<th>Instrument</th>
<th>Filter</th>
<th>Total Int. time (min)</th>
<th>Field Rot. (deg)</th>
<th>Averaged airmass</th>
<th>Averaged DIMM seeing (as)</th>
<th>Averaged MASS</th>
<th>Averaged $\tau_0$ (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015 Jan 30</td>
<td>GS/GPI</td>
<td>$J$</td>
<td>70</td>
<td>23.8</td>
<td>1.15</td>
<td>0.52</td>
<td>3.26</td>
<td></td>
</tr>
<tr>
<td>2014 Dec 18</td>
<td>GS/GPI</td>
<td>$H$</td>
<td>38</td>
<td>37.7</td>
<td>1.14</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>2015 Nov 06</td>
<td>GS/GPI</td>
<td>$K_1$</td>
<td>55</td>
<td>30.46</td>
<td>1.17</td>
<td>0.38</td>
<td>1.56</td>
<td></td>
</tr>
<tr>
<td>2015 Dec 18</td>
<td>GS/GPI</td>
<td>$K_1$</td>
<td>97</td>
<td>55.48</td>
<td>1.15</td>
<td>0.86</td>
<td>4.40</td>
<td></td>
</tr>
<tr>
<td>2016 Jan 26</td>
<td>GS/GPI</td>
<td>$K_2$</td>
<td>103</td>
<td>71.72</td>
<td>1.22</td>
<td>0.69</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td>2015 Oct 27</td>
<td>Keck/NIRC2</td>
<td>$L_P$</td>
<td>100</td>
<td>74.2</td>
<td>1.10</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>2016 Jan 02</td>
<td>Keck/NIRC2</td>
<td>$M_S$</td>
<td>139</td>
<td>115.7</td>
<td>1.18</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>2016 Jan 21</td>
<td>Keck/NIRC2</td>
<td>$M_S$</td>
<td>174</td>
<td>116.0</td>
<td>1.21</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>2016 Feb 04</td>
<td>Keck/NIRC2</td>
<td>$M_S$</td>
<td>148</td>
<td>101.4</td>
<td>1.21</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>2016 Feb 05</td>
<td>Keck/NIRC2</td>
<td>$M_S$</td>
<td>142</td>
<td>102.1</td>
<td>1.21</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>
microspectra are extracted to generate the IFS datacubes (Maire et al., 2014). During the process of generating the 3D (x, y, λ) cubes, the microspectra data are resampled to λ/δλ = 65, and 75 at K1 and K2, respectively, after which they are interpolated to a common wavelength scale and correction for geometric distortion Konopacky et al. (2014). The datacubes are then aligned to a common center calculated using the four satellite spots (Wang et al., 2014). The satellite spots are copies of the occulted central star, generated by the use of a regular square grid printed on the apodizer in the pupil plane (Sivaramakrishnan and Oppenheimer, 2006; Marois et al., 2006b; Macintosh et al., 2014). The satellite spots also help convert the photometry from contrast units to flux units. No background subtraction was performed since the following steps of high-pass filtering and PSF subtraction efficiently remove this low frequency component.

Further steps to remove quasi-static speckles and large scale structures were executed outside the DRP. Each datacube was filtered using an unsharp mask with a box width of 11 pixels. The four satellite spots were then extracted from each wavelength slice, and averaged over time to obtain templates of star point spread function (PSF). The Linear Optimized Combination of Images algorithm (LOCI, Lafrenière et al., 2007) was used to suppress the speckle field in each frame using a combination of aggressive parameters: dr = 5 px, N_A=200 PSF full width at half maximum (FWHM), g = 0.5, and N_δ = 0.5 – 0.75 FWHM for the three datasets. Where dr is the radial width of the optimization zone, N_A is the number of PSF FWHM that can be included in the zone, g is the ratio of the azimuthal and radial widths of the optimization zone, and N_δ defines the maximum separation of a potential astrophysical source in FWHM between the target and the reference PSF. The residual
image of each wavelength slice was built from a trimmed (10%) temporal average of the sequence.

Final $K_1$ and $K_2$ broad-band images were created using a weighted-mean of the residual wavelength frames according to the spectrum of the planet, examples of which can be found in Figure 31. These broad-band images were used to extract the astrometry of the planet in each dataset thanks to higher signal-to-noise ratio (SNR) than in individual frames. To do so, a negative template PSF was injected into the raw data at the estimated position and flux of the planet before applying LOCI and reduced using the same matrix coefficients as the original reduction (Marois et al., 2010a). The process was iterated over these three parameters (x position, y
position, flux) with the amoeba-simplex optimization (Nelder and Mead, 1965) until the integration squared pixel noise in a wedge of $2 \times 2$ FWHM was minimized. The best fit position was then used to extract the contrast of the planet in each dataset. The same procedure was executed in the non-collapsed wavelength residual images but varying only the flux of the negative template PSF and keeping the position fixed to prevent the algorithm from catching nearby brighter residual speckles in the lower SNR spectral slices. To measure uncertainties, we injected the template PSF with the measured planet contrast into each datacube at the same separation and 20 different position angles. We measured the fake signal with the same extraction procedure. The contrasts measured in the 2015 Nov 06 and 2016 Jan 28 $K1$ datasets agreed within the uncertainties, the latter having significantly better SNR, and were combined with weighted mean to provide the final planet contrasts.

5.1.1.1 Spectral covariances

Estimation of a directly imaged planets properties from its measured spectrum is complicated by the fact that spectral covariances are present within the extracted spectra. In the GPI data these are caused by the residual speckle noise in the final PSF-subtracted image, and the oversampling of the individual microspectra during the initial data reduction process. Atmosphere modeling without properly accounting for these covariances can lead to biased results. We present the derivation of the correlation using the parameterization of Greco and Brandt (2016) in the Appendix C.

We use the spectral covariance when carrying out comparison of the planet spectrophotometry against other field and young dwarfs as well as during model fitting. The covariance helps correctly account for the correlation in the spectra while also
increasing the importance of the photometry, and thus the use of the covariance tends to move the best fits towards cooler temperatures when compared to using the variance directly.

5.1.2 Keck $L_P$

We observed the 51 Eri system on 2015 Oct 27 in the $L_P$ filter with the NIRC2 camera (McLean and Sprayberry, 2003) at the Keck-II observatory (Program ID - U055N2). The observations were taken in ADI mode, starting $\sim$1 hour prior to meridian crossing to maximize the field of view rotation. The target was observed for $\sim$3 hours total, with 100 min of on-source integration. To calibrate the planet brightness unsaturated observations of the star were taken at the end of the observing sequence. The images were dark and flat field corrected. We used twilight sky images to build the flatfield and masked hot and bad pixels. As these observations were taken after the April 2015 servicing of NIRC2, the geometric distortion was corrected using the solution presented in Service et al. (2016) (updating the original Yelda et al. (2010) solution), with a plate scale of $9.971 \pm 0.004$ mas pixel$^{-1}$. Post-processing of the data was carried out using the Python version of the Karhunen—Loève Image Projection algorithm (KLIP, Soummer et al., 2012; Amara and Quanz, 2012), pyKLIP (Wang et al., 2015). As part of this study, we included a NIRC2 module in the pyKLIP codebase that is publicly available for users. 6 The algorithm accepts aligned images and performs PSF subtraction using KLIP where the image can be divided into sections both radially and azimuthally. Aside from the choice of zones, there are two main parameters that were adjusted, the number of modes used in the Karhunen—Loève

6https://bitbucket.org/pyKLIP/pyklip
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(KL) transform and an exclusion criterion for reference PSFs, similar to $N_\delta$ mentioned above, that determines the number of pixels an astrophysical source would move due to the rotation of the reference stack. We carried out a parameter search where the four parameters mentioned were varied to optimize the signal to noise in the planet signal. The planet photometry was estimated using the method described above for the $K1$ and $K2$ filters, using a negative template PSF. The $L_P$ magnitude contrast for the star-planet is $11.58 \pm 0.15$ mag which agrees very well with the photometry in the original epoch, $11.62 \pm 0.17$ mag. The weighted mean of both measurements is used in the rest of the analysis.

5.1.3 Keck $M_S$

Observations of 51 Eri b were taken in the $M_S$-band filter over four separate half nights on 2016 Jan 02, 21 and 2016 Feb 04, 05 with Keck/NIRC2 Narrow camera. The details of the observations are presented in Table 9. Each night the target was observed for a period of $\sim 6$ hours, as part of two separate NASA and UC Keck observing programs (Program ID - N179N2, U117N2). The data were obtained in ADI mode, with the field of view rotating at the sidereal rate. To reduce the effects of persistence and enable accurate thermal background correction, the star was nodded across the detector in four large dithers centered in each quadrant of the detector. Furthermore to prevent saturation of the detector by the thermal background, the exposures were limited to 0.3s with 200 co-adds, without using an occulting spot. The images were dark and flat field corrected with twilight sky flats, followed by hot and bad pixel correction. As with the $L_P$ data, the solution provided by Service et al. (2016) was used to correct the NIRC2 Narrow camera geometric distortion. Finally, all
the images were rotated to put north up. An additional step required for the $M_S$-band data that is not as critical for the other datasets is the background subtraction. Since the thermal background at 5$\mu$m is large and highly time variable, rather than median combine, or high pass filter to remove the background we adopted the least-squares sky subtraction algorithm proposed in Galicher et al. (2011). For each point in the dither pattern, the algorithm uses the images where the star is in one of the other three positions to construct a reference library. We used a ring centered on the star to estimate the thermal background in each image, with an inner annulus of 24 pixels and an outer annulus of 240 pixels. The final calibration step involved aligning the background corrected PSFs. Since the core of the PSF is saturated in the data, we aligned the data using two different methods, a) fitting a 2D Gaussian to the wings of the stellar PSF to estimate the center of the star and then shifting the PSF to a pre-determined pixel value to align all the images and b) using the rotation symmetry of the PSF using the method described in Morzinski et al. (2015). To compare the two methods, we calculated the residuals between images aligned using the methods and compared the noise in the residuals and found them to be similar and chose to go with the 2D Gaussian which is computationally faster.

The procedure used for the PSF subtraction for the $M_S$ data was similar to the $L_P$ data. The planet is not detected in each of the individual half-night datasets, requiring a combination of all four half-nights to increase the signal to noise ratio to detect the planet flux. To correctly combine the planet flux across the multiple epochs, we adjusted the PA to account for the astrophysical motion of the planet around the star, for which we used the best fitting orbit presented in De Rosa et al. (2015). In the month between the first and last dataset, the planet rotated $\sim$0.48 degrees or $\sim$0.4 pixel, which is a sufficiently large correction that it must be included
in the data reduction. Each nights data was reduced individually to generate 603 PSF subtracted images. These images were then combined by dividing each image into 13 annuli which were combined using a weighted mean, where the weights are the inverse variance in each annulus. As seen in Figure 31, we detect the planet signal at \( \sim 2\)–\(3\) sigma. To confirm that we are detecting the planet, we rotated the data to match the PA value of the \(L_P\) epoch to find that the flux peak in the \(M_S\)-band matches the location of the planet in \(L_P\). We measured a star to planet contrast of 11.5 mag using the same procedure as described for the \(L_P\) data. We injected 25 fake PSFs that were scaled to match the contrast measured for the planet and detected the fakes at the same contrast as the planet. The final magnitude of the planet-star contrast in the \(M_S\) is 11.5 ± 0.5 mag.

5.2 Results

To estimate stellar parameters of 51 Eri A, Macintosh et al. (2015) made use of Two Micron All-Sky Survey photometry (2MASS; Cutri et al., 2003; Skrutskie et al., 2006b). However, the \(J\) and \(H\)-band photometry for the star are flagged as ‘E’, indicating that the photometry is of the poorest quality and potentially unreliable (as compared to an ‘A’ flag for the the \(K\)-band photometry). Further, the study used photometry taken with the Wide-field Infrared Survey Explorer (WISE; Wright et al., 2010b) in the \(W1\) filter (\(\lambda_{\text{eff}}=3.35\ \mu m, \Delta\lambda=1.11\ \mu m\)) as an approximation for the \(L_P\)-band magnitude of the primary star. The photometry for 51 Eri A in \(W1\), from the AllWISE catalog (Cutri and et al., 2013)), has large errors and contributes to more than half the error budget of the final planet photometry. In this study, we thus
chose to re-observe the star in the $JHK_S$ filters and fit all the available photometry to estimate the photometry in filters where no calibrated stellar data exists.

5.2.1 Revised Stellar Photometry at $J,H,K_S$

The 2MASS near-IR colors of 51 Eri A were compared to empirical colors for young F0 stars taken from Kenyon and Hartmann (1995), where an F0IV star should have a $J - H = 0.13$ mag and $H - K = 0.03$ mag. The colors of 51 Eri A estimated using the 2MASS photometry are however discrepant, with $J - H = -0.03 \pm 0.08$, and $H - K = 0.23 \pm 0.08$ mag. The discrepant near-IR colors combined with poor quality flags suggest that the published photometry is potentially incorrect.

We observed the star 51 Eri A using the 6.5-m MMT on Mt. Hopkins with the ARIES instrument (McCarthy et al., 1998) on 2016 Feb 28 UT under photometric conditions. We obtained data in the MKO $JHK_S$ broadband filters (Tokunaga et al., 2002), for a total of 3.4 minutes in each filter. To flux calibrate these observations, we observed a photometric standard star at a similar airmass as 51 Eri A, HR 1552 (Carter, 1990). The raw images for both targets were processed through a standard near-IR reduction pipeline, performing dark current subtraction, flat field calibration, and bad pixels correction. Aperture photometry was performed on both targets, with the curve of growth used to select an aperture which minimized the error on the measured flux. The measured brightness of 51 Eri A is presented in Table 10.

Converting the MKO $K_S$-band measurement into the 2MASS system using the empirical relations$^7$ yields $K_{S,2MASS} = 4.551 \pm 0.032$, which is within 1-$\sigma$ of the published 2MASS photometry. Furthermore, the $J - H$ and $H - K$ colors estimated

$^7$http://www.astro.caltech.edu/~jmc/2mass/v3(transformations/)
from the revised photometry are $0.128 \pm 0.037$ and $0.016 \pm 0.039$ mag which are consistent with the empirical expectations.

Figure 32. A comparison of the $JH$ spectra of 51 Eri b using the literature 2MASS values against the new photometry measured in this study. The updated photometry increases the planet flux by $\sim 10\%$ in $J$ and $\sim 15\%$ in the $H$-band. The updated stellar photometry is used in the remainder of this study. However the final stellar spectrum used to correct the planet spectrum does not depend on individual filter photometry, as in Macintosh et al. (2015) and shown in this plot, but is generated by modeling the full stellar SED prior to converting the planet spectra from contrast to flux units.

The published 51 Eri b spectrum in Macintosh et al. (2015) was calibrated using the Pickles stellar models (Pickles, 1998) to estimate the spectrum of the primary, where each band was scaled using the published 2MASS photometry. In Figure 32 we present a comparison between the published spectrum and one scaled using the new MKO photometry, using the same stellar models. The revised photometry scales the planet spectrum higher by $\sim 10\%$ in the $J$-band and $\sim 15\%$ in the $H$-band, which is significant given the high SNR of the $H$-band data.
5.2.2 Fitting the Spectral Energy Distribution of 51 Eri A

To mitigate the effects of incorrect photometry, rather than scale the spectrum in pieces using the relevant broadband photometry, we decided to fit the full SED of 51 Eri A using literature photometry and colors, including Geneva $U, B_1, B, B_2, V_1, V, G$ (Rufener and Nicolet, 1988), Tycho2 $B_T, V_T$ / Hipparcos $H_P$ (Høg et al., 2000; ESA, 1997), MKO $JHK_S$ (this work), and WISE W1, W2 (Cutri and et al., 2013) measurements. We made use of the Geneva color relations as constraints to the full SED fit since the published Geneva $V$ magnitude, which anchors the colors to estimate the remaining photometry, appears to be offset by $\sim 5\%$ when compared to the Tycho2 photometry. The WISE W2 photometry was corrected using the Cotten and Song (2016) relation for bright stars. We combine the photometry with model stellar atmospheres from the BT-NextGen grid\(^8\) (Allard et al., 2012b), we estimated the stellar spectrum using a five parameter MCMC grid search. The best fit atmosphere was found with $T_{\text{eff}} = 7331 \pm 30$ K, $\log g = 3.95 \pm 0.04$, $[M/H] = -0.12 \pm 0.06$, and a stellar radius, $R = 1.45 \pm 0.02 R_\odot$ (assuming a parallax of $33.98 \pm 0.34$ mas; van Leeuwen, 2007). No correction for extinction is performed as the extinction in the direction of 51 Eri is negligible ($A_V = 0.00$; Guarinos, 1992). These values are consistent with previous literature estimates (e.g. Koleva and Vazdekis, 2012). The final SED of 51 Eri A is shown in Figure 33, which highlights the significantly discrepant 2MASS $JH$-band photometry that was used previously to calibrate the spectrum of 51 Eri b. We extracted MKO $K$, NIRC2 $L_P$ and $M_S$ photometry from the SED fit using the filter response functions presented in Tokunaga et al. (2002), see Table 10.

\(^8\)https://phoenix.ens-lyon.fr/Grids/BT-NextGen/SPECTRA/
Figure 33. (top panel): Photometry of 51 Eri A from the literature, and from the results presented in this study (filled symbols). One hundred models were randomly selected from the MCMC search, and are plotted (translucent black curves). For each model, the synthetic magnitude was calculated for each filter. The median value for each filter is shown as an open square. The 2MASS photometry points are plotted to illustrate the offset relative to the new MKO measurements, and are not included in the fit. For the plotted Geneva photometry, we computed the Geneva $V$-band photometry using the best fit spectrum and then used the color relations to calculate the photometry in the remaining filters. (bottom panel): The fractional residuals relative to the median model.

5.2.2.1 Confirming the stellar $L_P$ photometry

51 Eri b emits a substantial amount of flux in the mid-IR and $L_P$ photometry in Macintosh et al. (2015) was used to constrain the effective temperature of the planet. There exists no $L_P$ flux measurement for the star and thus they used the $W1$ magnitude reported in the AllWISE catalog ($W1 = 4.543 \pm 0.210$; Cutri and et al., 2013), and assumed a color of $W1 - L_P = 0$ based on the F0IV spectral type of 51 Eri (Abt and Morrell, 1995). The $L_P$ photometry we estimated via the SED fits for 51 Eri
is $L_P = 4.562 \pm 0.014$ mag, which is consistent with the value reported in Macintosh \textit{et al.} (2015) (4.52\pm0.21 mag) but with significantly smaller uncertainties.

As a final check for consistency, the 2MASS $K_S$ magnitude of 51 Eri ($K_{S,2MASS} = 4.537 \pm 0.024$) was used instead as a starting point. The $K_S - L_P$ color for early F-type dwarfs and subgiants was estimated by folding model stellar spectra ($7200 \leq T_{\text{eff}}/K \leq 7400$, $4.0 \leq \log g \leq 4.5$, $[M/H] = 0$) from the BT-Settl model grid through the relative spectral response of the 2MASS $K_S$ (Cohen \textit{et al.}, 2003) and NIRC2 $L_P$ filters. Over this range of temperatures and surface gravities, the color was calculated as $K_S - L_P = -0.001 \pm 0.001$. In order to realistically assess the uncertainties on this color, the near to thermal-IR spectra of F-type dwarfs and subgiants within the IRTF library (Rayner \textit{et al.}, 2009) were processed in the same fashion, resulting in a $K_S - L_P = 0.014 \pm 0.055$. A color of $K_S - L_P = -0.001 \pm 0.055$ was adopted based on the color calculated from the model grid, and the uncertainty calculated from the empirical IRTF spectra. This color, combined with the $K_{S,2MASS}$ magnitude of 51 Eri, gives an $L_P$ apparent magnitude of $4.538 \pm 0.060$. Each estimate for the stellar $L_P$ magnitude are within 1-$\sigma$ of each other, and thus we adopt the value derived from the SED fit i.e. $L_P = 4.562 \pm 0.014$ mag.

5.2.3 51 Eri b Spectral Energy Distribution

We present the final spectral energy distribution of the planet 51 Eri b in Figure 34 and use it to analyze the system properties in the following sections. Using the stellar SED estimated earlier, we have updated the $J$ and $H$ spectra that were published in Macintosh \textit{et al.} (2015). In Table 10, we present the properties of the system,
Figure 34. Final spectral energy distribution of the directly imaged exoplanet 51 Eri b. The new $K1$ and $K2$ GPI spectra along with the updated $L_P$ and new $M_S$ photometry are shown with red squares. The GPI $J$ and $H$ spectra, updated to account for the revised stellar flux, from the discovery paper (Macintosh et al., 2015) are plotted with blue circles. The filter extent is shown with the horizontal line over each band. To reduce crowding in the spectra, the errors for one out of every two data points are plotted.

including the updated photometry for both the star and the planet. A future study will refine the orbital solution presented in De Rosa et al. (2015).

5.3 Analysis

5.3.1 Comparison against field brown dwarfs

We plot a set of brown dwarf Color Magnitude Diagrams (CMD) in Figure 35, and compare the photometry of field M, L, and T dwarfs and young brown dwarfs and imaged companions to that of 51 Eri b (red star). The colors of 51 Eri b seems to
Figure 35. The brown dwarf and imaged exoplanet color magnitude diagram. 51 Eri b is shown with the red star. The colors of 51 Eri b place it among late T-dwarfs, where it is redder than most comparable temperature brown dwarfs likely indicative of greater cloud opacity in the atmosphere. The photometry for the field M-dwarfs (black circles), L-dwarfs (dark gray circles) and T-dwarfs (light gray diamonds) is taken from the compilation of Dupuy and Liu (2012a); Liu et al. (2016). We used a linear fit to convert WISE W1 photometry to $L_P$, similar to what was done in Macintosh et al. (2015). The photometry for the directly imaged planets and young brown dwarfs were taken from Marois et al. (2010b); Chauvin et al. (2005a); Rameau et al. (2013a); Naud et al. (2014); Leggett et al. (2007); Delorme et al. (2017); Janson et al. (2011b); Kuzuhara et al. (2013).
Table 10. System properties.

<table>
<thead>
<tr>
<th>Property</th>
<th>51 Eri A</th>
<th>51 Eri b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance (pc)</td>
<td>29.4 ± 0.3(^a)</td>
<td></td>
</tr>
<tr>
<td>Age (Myr)</td>
<td>26 ± 3(^b)</td>
<td></td>
</tr>
<tr>
<td>Spectral type</td>
<td>F0IV</td>
<td>T6.5±1.5</td>
</tr>
<tr>
<td>(\log(L/L_\odot))</td>
<td>0.85(^c)±0.06</td>
<td>5.57 to 5.88(^d)</td>
</tr>
<tr>
<td>(T_{\text{eff}})</td>
<td>7331±30 K(^e)</td>
<td>600–700 K(^d)</td>
</tr>
<tr>
<td>(\log g)</td>
<td>3.95±0.04 (^e)</td>
<td>3.5–4.0 (^d)</td>
</tr>
<tr>
<td>Mass</td>
<td>1.75 ± 0.05 M_\odot(^c) to 2 M_{Jup}(^c)</td>
<td></td>
</tr>
<tr>
<td>(J)</td>
<td>4.690 ± 0.020 (^d)</td>
<td>16.70 ± 0.40 (^d)</td>
</tr>
<tr>
<td>(H)</td>
<td>4.562 ± 0.031 (^d)</td>
<td>16.65 ± 0.21 (^d)</td>
</tr>
<tr>
<td>(K_S)</td>
<td>4.546 ± 0.024 (^d)</td>
<td>16.15 ± 0.19 (^d)</td>
</tr>
<tr>
<td>(K)</td>
<td>4.546 ± 0.024 (^e)</td>
<td>16.33 ± 0.19 (^d)</td>
</tr>
<tr>
<td>(L_P)</td>
<td>4.569 ± 0.014 (^e)</td>
<td>13.81 ± 0.15 (^d)</td>
</tr>
<tr>
<td>(M_S)</td>
<td>4.566 ± 0.014 (^e)</td>
<td>13.7 ± 1.1 (^d)</td>
</tr>
</tbody>
</table>

\(^a\): Hipparcos catalog (van Leeuwen, 2007)
\(^b\): Nielsen et al. (2016)
\(^c\): Macintosh et al. (2015) using hot-start predictions.
\(^d\): This work
\(^e\): Stellar photometry estimated using SED fit

match the phase space of the late-T dwarfs. To classify the spectral type of 51 Eri b, we do a chi-square comparison of the GPI \(JHK1K2\) spectrum of 51 Eri b to a library of brown dwarf spectra compiled from the IRTF (Cushing et al., 2005), SpeX (Burgasser, 2014), and Montreal (e.g. Gagné et al., 2015b; Robert et al., 2016) Spectral Libraries. Only a small sub-sample of the brown dwarfs have corresponding mid-IR photometry and thus we choose to restrict our comparison to the near-IR. The spectra within the library were convolved with a Gaussian kernel to match the spectral resolution of GPI.

To compute the chi-square between the spectrum of 51 Eri b and the objects within the library, we use two different equations. The first method permits each
Figure 36. Comparison of L5 to T9 field (gray circles) and young (yellow stars) brown dwarf $JHK$ spectra to 51 Eri b using the reduced $\chi^2$. The standard brown dwarf for each spectral bin is plotted with a red cross (Kirkpatrick et al., 2010; Burgasser et al., 2006b; Cushing et al., 2011). The dashed and dotted vertical lines give the best fitting spectral type, and corresponding uncertainty. (Top) Each spectral band of the comparison was allowed to float to find the lowest chi-square while fitting the planet spectrum. (Bottom) The spectrum was allowed to float up/down in flux, but was penalized by the spot ratio uncertainty in each respective band.

individual filter spectrum to vary freely (unrestricted fit). In the unrestricted fit, we compute the $\chi^2$ statistic for the $j^{th}$ object within the library as

$$
\chi_j^2 = \sum_{i=1}^{4} (S_i - \alpha_{i,j} F_{i,j})^T C_i^{-1} (S_i - \alpha_{i,j} F_{i,j}),
$$

(5.1)

where $S_i$ is the spectrum of the planet, $C_i$ is the covariance matrix calculated in Section 5.1.1.1, and $F_{i,j}$ is the spectrum of the $j^{th}$ comparison brown dwarf, all for the $i^{th}$ filter. For each object, the scale factor $\alpha_{i,j}$ that minimizes $\chi^2$ is found using a
downhill simplex minimization algorithm. In this method the scale factor for each object, \( \alpha_{i,j} \), is allowed to vary between the four filters (\( JHK1K2 \)). This is equivalent to allowing the near-IR colors to vary freely up and down in order to better fit the object (e.g. Burningham et al., 2011).

In the second method the individual filter spectra are still allowed to vary, only within the satellite spot brightness ratio uncertainty (restricted fit), thereby restricting the scale factor for each filter. For the restricted fit the scale factor is split into two components. The first, \( \alpha_j \), is independent of filter, and accounts for the bulk of the difference in flux between 51 Eri b and the comparison object due to differing distances and radii. The second, \( \beta_{i,j} \), is a filter-dependent factor that accounts for uncertainties in the satellite spot ratios given in Maire et al. (2014). Equation 5.1 is modified to include an additional cost term restricting the possible values of \( \beta_{i,j} \),

\[
\chi_j^2 = \sum_{i=1}^{4} \left[ (S_i - \alpha_j \beta_{i,j} F_{i,j})^T C_i^{-1} (S_i - \alpha_j \beta_{i,j} F_{i,j}) + N_i \left( \frac{\beta_{i,j} - 1}{\sigma_i} \right)^2 \right] \tag{5.2}
\]

where \( N_i \) is the number of spectral channels in the 51 Eri b spectrum for the \( i \)th filter, and \( \sigma_i \) is the uncertainty on the satellite spot flux ratio given in Maire et al. (2014) for the same filter. The second term in Equation 5.2 penalizes values of the scale factor, \( \beta_{i,j} \), that are very different from the satellite spot uncertainty and thus increases the chi-square for objects significantly different from 51 Eri b.

The spectral type of 51 Eri b was estimated for both fits from the \( \chi^2 \) of the L5–T9 near-IR spectral standards (Kirkpatrick et al., 2010; Burgasser et al., 2006b; Cushing et al., 2011). To compute the weighted mean and standard deviation of 51 Eri b, we converted the spectral type to a numerical value for the standard brown dwarfs, i.e. L5 = 75, T5 = 85. Each numerical spectral type when compared to 51 Eri b, is weighted according to the ratio of its \( \chi^2 \) to the minimum \( \chi^2 \) for all standards (e.g., Burgasser
et al., 2010), and the lowest value was adopted as the spectral type of 51 Eri b. A systematic uncertainty of one half subtype was assumed for the standards. We find that the two estimates are consistent with one another i.e. $T_{\text{6.3}} \pm 1.3$ and $6.1 \pm 1.4$ for unrestricted and restricted fits, see Figure 36. We adopt a spectral type for 51 Eri b of $T_{6.5} \pm 1.5$ from the unrestricted fit, rounded to the nearest half subtype.

The best-fit object for both the unrestricted and restricted fits was G 204-39 B (SDSS J175805.46+463311.9; $\chi^2_\nu = 1.033$ and 1.209), a T6.5 brown dwarf common proper motion companion to the nearby M3 star G 204-39 A (Faherty et al., 2010). G 204-39 B has marginally low surface gravity based on photometric ($\log g \approx 4.5$; Knapp et al., 2004) and spectroscopic measurements ($\log g = 4.7$–4.9; Burgasser et al., 2006a), indicative of it being younger than the field population. While the binary system is not thought to be a member of any known young moving group (Gagné et al., 2014), the stellar primary can be used to provide a constraint on the age of the system. Combining the X-ray and chromospheric activity indicators for the M dwarf primary, and a comparison of the luminosity of the secondary with evolutionary models, Faherty et al. (2010) adopt an age of 0.5–1.5 Gyr for the system. 51 Eri b is redder than the spectrum of G 204-39 B (Figure 37), especially in terms of the $H-K$ color, which is a photometric diagnostic of low surface gravity among T-dwarfs (e.g., Knapp et al., 2004). This is consistent with the younger age of 51 Eri b, and the most likely cause for this is that it has lower surface gravity than that of G 204-39 B.

Additional good matches to the 51 Eri b spectrum include 2MASS J22282889–4310262 (2M 2228–43, $\chi^2_\nu = 1.07$ and 1.26 for the two fits) and 2MASS J10073369–4555147 (2M 1007–45, $\chi^2_\nu = 1.07$ and 1.33). 2M 2228–43 a well-studied T6 brown dwarf that exhibits spectrophotometric variability in multiple wavelengths indicative of patchy clouds in the photosphere (Buenzli et al., 2012; Yang et al., 2016). 2M 1007–45
Figure 37. Comparing the spectra, using the restricted fit, of the best fitting T4.5 to T7.5 field brown dwarfs to 51 Eri b. The spectra fit in this figure are a subset of the data plotted in Figure 36, using the restricted chi-square equations presented in Equation 5.2. The T4.5 and T5.0 spectra are from Looper et al. (2007), the T5.5 is from Burgasser et al. (2008), the T6.0 is from Burgasser et al. (2004), the T6.5 and T7.5 are from Burgasser et al. (2006a), and the T7.0 is from Dupuy and Liu (2012a).
is a T5 brown dwarf at a distance of $17 \pm 2$ pc (Smart et al., 2013). It was identified by Looper et al. (2007) as a low surface gravity object based on its $\text{H}_2\text{O} - J$ vs $K/H$ spectral ratios defined in Burgasser et al. (2006a); comparisons against solar-metallicity models imply an age of between 200 and 400 Myrs (Looper et al., 2007).

The best fit object for each spectral type between spectral types T4.5 and T7.5 using the restricted fit are plotted in Figure 37. While the quality of the fits were generally good, none of the objects were able to provide a good match across all of the bands simultaneously, being too luminous in either the $J$ or $K$-bands. Differences in surface gravity, effective temperature, and/or metallicity could be the cause (e.g., Knapp et al., 2004). The poor fit to the color of 51 Eri b is especially apparent in the CMDs plotted in Figure 35, with 51 Eri b having unusually red near-IR colors relative to similar spectral type objects.

5.3.2 Comparison against young brown dwarfs

Searches for young companions and moving group objects have resulted in detections of several tens to hundred of million year old L-type brown dwarf and planetary mass companions as well as the identification of L-dwarf sub-classes based on youth (e.g. Allers and Liu, 2013; Filippazzo et al., 2015; Faherty et al., 2016; Liu et al., 2016). In comparison, there exist relatively few known (or suspected) young T-dwarf brown dwarfs. In Figure 38, we plot the known young T-dwarfs and compare them in a similar manner to what was done above for field brown dwarfs. The chi-square for the fits is not much better than what is seen for the field dwarfs which is likely due to the absence of young T-dwarfs of similar spectral type to 51 Eri b.

The brown dwarf SDSS J1110+0116 with a spectral type of T5/T5.5 is the best
Figure 38. Comparing the spectra of known young T-dwarfs to that of 51 Eri b. Similar to the field sequence, the fits presented here were computed using the restricted chi-square. From top to bottom, the four spectra were sourced from Luhman et al. (2007), Naud et al. (2014), Burgasser et al. (2006a), and Delorme et al. (2012).
fitting young comparison object. It has been identified as a *bona fide* member of the AB Doradus moving group and is thus young (110–130 Myr) and low mass (10–12 $M_{\text{Jup}}$) (Gagné et al., 2015a). The other young field object that closely matches the near-IR spectrum of 51 Eri b is the T7 brown dwarf CFBDSIR J2149-0403 (Delorme et al., 2012). Similar to SDSS J1110+0116, CFBDSIR J2149-0403 has a high probability of being a member of the AB Doradus moving group, and is most likely a low temperature (700 K), low mass (4–7 $M_{\text{Jup}}$, $\log g \approx 4$) free-floating planetary mass object. CFBDSIR J2149-0403 shows stronger methane absorption features in the red end of the $H$-band spectrum as compared to 51 Eri b. However, it is worth pointing out that while both young objects, SDSS J1110+0116 and CFBDSIR J2149-0403, are reasonable matches across the $J$ and $H$ spectra of 51 Eri b, they appear to be under-luminous in the $K$-band. A likely reason for this is that 51 Eri b is much younger than both the comparison companions and thus has the lowest surface gravity amongst the three objects (Burgasser et al., 2006a).

### 5.3.3 A very red T6 or an L-T transition planet?

Based on the position of 51 Eri b in Figure 35, it appears that the trend of planetary mass objects having redder colors compared to the field, seen in young L-type brown dwarfs and planetary mass companions (Faherty et al., 2016; Liu et al., 2016), possibly continues for the T-type companions. Note that the $K - L_P$ CMD shows little reddening, which is natural if clouds are causing the effect. The effect of clouds is negligible in the $K$ and $L_P$ bands. Across both the near and mid-IR CMDs, 51 Eri b is one of the reddest T type objects and within its spectral classification it has the reddest colors. This trend in the 51 Eri b colors was originally noted in
Figure 39. The $J$ vs $J - H$ brown dwarf and imaged exoplanet color magnitude diagram reproduced from Figure 35. The photometry for 51 Eri b is shown with the red star. Also plotted on the CMD are the evolutionary tracks for 5 and 14 $M_{\text{Jup}}$ object (Marley et al., 2012), with the solid red line and dashed black line respectively. The models assume a simple gravity dependence for the initiation of the transition. A few ages for the 5 $M_{\text{Jup}}$ track have been over plotted. The L-T transition for the 5 $M_{\text{Jup}}$ planet starts at approximately 900 K and 20 Myr, but for a lower mass planet such as 51 Eri b will occur at younger ages.
Macintosh et al. (2015) where they compared the $L_P$ vs $H - L_P$ color for the planet and noted that it was clearly redder than the field. Rather than simply being redder than the field T-dwarfs due to the presence of clouds, we present a second possible interpretation for the red colors of 51 Eri b. Where the planet is still in the process of completing its transition from L-type to T-type, where the evolutionary track followed is gravity dependant as shown in Figure 39. In this scenario, 51 Eri b transitions at fainter magnitudes than that seen for field L-T transition brown dwarfs and it has not yet completed its evolutionary transition to reach the blue colors typical of field, mid-T dwarfs.

In Figure 39, we re-plot the $J$ vs $J - H$ panel from the series of CMDs shown in Figure 35. In addition to the photometry of 51 Eri b and the field and young brown dwarfs we also over-plot two low mass, 5 and 14 $M_{\text{Jup}}$, evolutionary model tracks (assuming hot-start conditions) from Saumon and Marley (2008); Marley et al. (2012). If the L-T transition is gravity dependent, as multiple lines of evidence now suggest (Leggett et al., 2008; Dupuy et al., 2009; Stephens and Leggett, 2004), then lower mass objects may turn blue at fainter absolute magnitudes than field objects. In Figure 39, we show a simple model in which the L to T transition begins at 900 K at $\log g = 4$ (solid red line) instead of 1200 K at $\log g = 5.3$ (dashed black line). In the case of a 5$M_{\text{Jup}}$ planet the L to T transition begins and ends about 1 magnitude fainter in $J$ band than observed for the field population. Furthermore the congruence of the spectrum of SDSS J1110+0116 with 51 Eri b (Figure 38) is interesting as SDSS J1110+0116 lies just short of the blue end of the field L to T transition, although it does so at an absolute magnitude just slightly fainter than the field transition magnitude. Clearly more sophisticated modeling of evolution through the L to T transition, accounting for inhomogeneous cloud cover and a gravity
dependent transition mechanism as well as a range of initial conditions is required to properly evaluate this hypothesis. Testing this hypothesis is difficult and would require knowledge of the true mass of the companion as well as the formation mechanism. If this hypothesis is true, then the only objects that are brighter on the CMD should be higher mass objects. There should not be any lower mass objects above and to the left of 51 Eri b on the $J$ vs $J - H$ CMD shown in Figure 39.

5.4 Modeling the atmosphere of 51 Eri b

For the purpose of modeling the complete SED of 51 Eri b we made use of two updated atmospheric model grids from the same group, focusing on different parameter space (see Table 11). The first grid, described in Marley et al. (1996, 2002, 2010) focused on the higher effective temperature atmospheres (L-dwarfs) and includes iron and silicates clouds in the atmosphere. While the second grid, described in Morley et al. (2012, 2014) and Skemer et al. (2016), covers lower effective temperatures (T and Y dwarfs) and molecules expected to condense at these temperatures specifically salt and sulfide clouds.

The methodology used to fit the models to the data is the same for both model grids. To fit the models to the data, we bin the model spectra to match the spectral resolution of the GPIES spectra across each of the $JHK1K2$ filters. For the photometry we integrated the model flux through the Keck/NIRC2 $L_p$ and $M_s$ filter profiles respectively. The estimation of the best fitting model is done by computing the chi-square value for each model in the grid compared to the data using Equation 5.2. We made use of the covariance matrices estimated for the four spectral channels described in the appendix and also included the variance for each of the two photometric data
<table>
<thead>
<tr>
<th>Model Name</th>
<th>Effective Temperature (K)</th>
<th>Surface Gravity (log $g$)</th>
<th>Metallicty [M/H]</th>
<th>Cloud Parameter ($f_{sed}$)</th>
<th>Cloud Hole Fraction (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iron/Silicate Cloud Grid</td>
<td>600–1000</td>
<td>3.25</td>
<td>0.0</td>
<td>2</td>
<td>0–75</td>
</tr>
<tr>
<td>Sulfide/Salt Cloud Grid</td>
<td>450–900</td>
<td>3.5–5.0</td>
<td>0.0, 0.5, 1.0</td>
<td>1, 2, 3, 5</td>
<td>–</td>
</tr>
<tr>
<td>Cloudless Grid</td>
<td>450–900</td>
<td>3.5–5.0</td>
<td>0.0, 0.5, 1.0</td>
<td>no cloud</td>
<td>–</td>
</tr>
</tbody>
</table>
points to compute the chi-square statistic. Note that we use the restricted fit equation in the computation of the best fitting model. This equation permits each of individual filters to scale within the 1-σ error of the satellite spot ratios. We also did the fitting without the scaling factor and found that the results are similar.

As stated earlier in section 5.1.1.1, the use of the covariance affects the model fitting where the peak of the posterior distribution occurs at slightly cooler effective temperatures, consistent within the errors. Due to the high spectral correlation in the $J$-band (see Figure 55), when using the covariance the best fitting models are not models that pass through the data but rather models that have lower flux in the $J$-band than the data. We present the specific modeling details in the following text.

5.4.1 Iron and Silicates Cloud Models

![Figure 40. Spectral Energy Distribution of 51 Eri b with the best fitting iron and silicates cloudy model.](image)

In sec. 5.3.3, we suggested that 51 Eri b, rather than having completely evolved to
Figure 41. Normalized posterior distributions for the iron and silicates model grid. The PDFs are for the parameters varied in our fit along with the inferred distribution of the luminosity of 51 Eri b. The lines on the 1D histogram indicate the 16th, 50th, and 84th percentile values while those on the 2D histogram are the 1σ (solid red), 2σ (dashed green) and 3σ (dotted blue) values of the distribution. The values printed above each histogram are the median value along with the 1-σ error on it.

T-type, could be transitioning from L-to-T. In this scenario the cloud composition of the planetary atmosphere might still be influenced by the deep iron and silicates condensate grains and patchy cloud atmosphere. Therefore, we compared the planet SED to a grid of models with a fixed low surface gravity fixed and solar metallicity, where the key variable is cloud hole fraction and the unique aspect of this grid is the presence of iron/silicate clouds in an atmosphere with clear indications of methane.
absorption. The clouds are modelled using the prescription presented in Ackerman and Marley (2001b), where cloud thickness is parameterized via an efficiency factor ($f_{\text{sed}}$). Where small values of $f_{\text{sed}}$ indicate atmospheres with thick clouds while large values of $f_{\text{sed}}$ are for atmospheres with large particles that rain out of the atmosphere leaving optically thinner clouds. As mentioned early the primary condensate species in this grid are iron, silicate, and corundum clouds, molecules that are expected to dominate clouds in L-dwarfs (Saumon and Marley, 2008; Stephens and Leggett, 2004). At the L-T transition clouds are expected to be patchy, thus for each $T_{\text{eff}}$, the models went from fully cloudy i.e. $f_{\text{sed}} = 2$ and 0% holes to an atmosphere with $f_{\text{sed}} = 2$ and 75% holes (patchy clouds). The methodology used to calculated the flux emitted from the patchy cloud atmosphere include both cloud and cloud-free regions simultaneously in the atmosphere using a single, global temperature-pressure profile and are not created via a linear combination of two models as is sometimes done in the literature Marley et al. (2010). The iron and silicates cloud grid models use solar metallicity (Lodders, 2003). The opacity database used for the absorbers are described in Freedman et al. (2008), including updated molecular line lists for ammonia and methane (Yurchenko et al., 2011; Yurchenko and Tennyson, 2014). The models span effective temperatures from 600K to 1000K for solar metallicity ([M/H] = 0.0) and low surface gravity (log $g$ = 3.25, 3.50) (see Table 11).

Presented in Figure 40 is the best fitting model to the SED of 51 Eri b. Stated in the figure are the model parameters along with the radius of the planet required to scale the model spectrum to match the planet SED. This scaling factor is required since the model spectra are typically computed to be the emission at the photosphere or at 10pc from the object. One of the free parameters in most model fitting codes is the term $R^2/d^2$ to scale the model flux to match the SED, where R is the radius of the
Figure 42. The figure shows the effect of applying a Gaussian radius prior when modeling with the iron/silicates grid. The prior shown by the green line is centered on the radius given by evolutionary models i.e. $1.29 R_{\text{Jup}}$ (Marley et al., 2007; Fortney et al., 2008). Also plotted are the likelihood (black) and posterior distribution (red). planet and $d$ is the distance to the object. For 51 Eri, the distance is known to better than 2% (see Table 10) and thus we only fit the radius term. Shown in Figure 41 is the posterior distribution for the radius where we find that the best fitting radii is significantly smaller than that predicted by evolutionary models, e.g. $1.33-1.14 R_{\text{Jup}}$ for a 2–10 $M_{\text{Jup}}$ hot/cold start planet at the age of 51 Eri (Marley et al., 2007; Fortney et al., 2008). This discrepancy has been noted previously as well for the HR8799 planets (Marois et al., 2008; Currie et al., 2011a; Marley et al., 2012), $\beta$ Pic b (Morzinski et al., 2015) and for 51 Eri b itself in the discovery paper (Macintosh et al., 2015). In an attempt to circumvent this issue, while modeling the SED we adopted a Bayesian prior probability density function for the radius in the form of a Gaussian centered on the expected radius from evolutionary models (green line in Figure 42), with the width chosen to include the radius of Jupiter. Without the prior (i.e. using a uniform prior), the median radius is $0.68 R_{\text{Jup}}$ and $T_{\text{eff}} \sim 740$K, with the prior the median radius value is forced closer to the predictions of evolutionary models (red
line in Figure 42) at 0.98 R_{Jup}, and T_{eff} \sim 690K, biasing the luminosity of the planet to larger values. When fitting the SED, the term that is conserved is the luminosity rather than the effective temperature or the radius. Adopting the evolutionary radius and marginalizing over the uncertainty in radius raises the luminosity (log \( L/L_\odot \)) from -5.83 to -5.65. Since observational constraints on the radius for young planets are unavailable, we chose to use an uninformative prior.

![Figure 43. Spectral Energy Distribution of 51 Eri b with the best fitting salt and sulfide cloud models. Each panel shows the best fitting model under the specific conditions: top two panels show the best fitting solar metallicity models with cloudless atmosphere on the left and cloudy atmospheres on the right. Bottom two panels show the best fitting non-solar models with cloudless atmosphere on the left and cloudy atmospheres on the right.](image)

Plotted in Figure 41 are the normalized posterior distributions for each of the model parameters varied in the model fit, along with the covariances to show how each of the parameters are affected. Since the grid only had a few models with log g = 3.5, with the majority being 3.25, we marginalized over the the surface gravity.
The irregular shape of the effective temperature posterior is caused by the missing models in the grid. The median effective temperature, 737 K, estimated from the grid falls right in between the range of best fitting temperatures from the models in the Macintosh et al. (2015) paper (700–750K). However, based on the shape of the posterior and the covariances, the peak of the effective temperature distribution extends to cooler temperatures. Since the L to T transition has been suggested to arise from holes or low opacity patches appearing in an initially more uniform cloud deck (Ackerman and Marley, 2001b; Burgasser et al., 2002; Marley et al., 2010), our finding here that partly cloudy models best fit the 51 Eri b spectrum is consistent with this interpretation. In general, however the models struggled to fit the entire planet SED, typically being able to fit either the near or mid IR portions of the SED. The inability to fit mid-IR photometry suggests that chemical equilibrium models are not appropriate. Disequilibrium chemistry predicts less CH$_4$ in the atmosphere and could explain higher flux at 1.6µm and in the $L_P$ band. It would also introduce CO, accounting for lower flux in the $M_S$ band.

5.4.2 Sulfide and Salt Cloud Models

In Section 5.3.1, we showed that the best fitting spectral type of 51 Eri b is a mid-to-late T-dwarf. At the effective temperatures of mid to late T-dwarfs, Cr, MnS, Na$_2$S, ZnS, and KCl are expected to condense and form clouds high in the photosphere. The second grid we tested the planet SED against made use of a model grid which includes salt and sulfide clouds to test additional parameters such as the surface gravity and metallicity (which were varied, unlike the iron/silicates grid) and the properties of clouds typically associated with T-dwarfs. The grid was designed
specifically for lower temperature objects \((450 \sim 900 \text{ K})\) Morley et al., 2012, 2014\) and has been successfully to reproduce the SED of GJ 504 b (Skemer et al., 2016), a cool planetary mass companion with a similar spectral type (late-T) which is comparable to 51 Eri b (Kuzuhara et al., 2013). Note that the use of this cloud grid does not preclude the possibility of the planet transitioning from L-to-T.

Also included as part of this grid are the clear atmosphere models from Saumon and Marley (2008), the ranges for which are presented in Table 11. The range of parameters varied are presented in Table 11, including temperatures, surface gravities, metallicities, and sedimentation factor \((f_{\text{sed}})\) ranging from cloudy \((f_{\text{sed}} = 1)\) to cloud free. The cloud model used in the sulfide/salt grid is the same as the one described above. In addition to the opacity updates mentioned above, opacity effects due to alkali metals (Li, Na, K) have been included using the results from Allard et al. (2005). Between effective temperatures of 450–775 K, the grid is complete with models available for every step of the varied parameters. For effective temperatures between 800–900K, the temperature steps switch from increments of 25K to 50K and there are no models with \(f_{\text{sed}}\) values of 1 and 2. This grid does not include opacity effect due to iron and silicates condensates. A future series of paper describing an extended atmosphere model grid will describe the updates, however the present grid extends the models to greater than solar metallicites.

In Figure 43, we present the four best fitting model atmospheres for 51 Eri b. Presented in each panel are the atmosphere with the lowest reduced chi-square in one of four cases, namely, solar and cloudless (top-left), solar and cloudy (top-right), non-solar and cloudless (bottom-left), non-solar and cloudy (bottom-right). Both cloudless model atmospheres are warmer and thus fit the near-IR spectrum of the planet while completely missing the \(L_P\) photometry. The cloudy atmosphere model
fits are cooler and do a much better job of fitting the overall SED of the 51 Eri b and the best fitting atmosphere for both solar and non-solar metallicity have very similar reduced chi-square values.

The normalized posterior distributions for the different parameters varied as part
of the model fitting are shown in Figure 44. The best fitting $T_{\text{eff}}$ ($605^{+61}_{-66}$ K) is much cooler in comparison to the iron/silicates grid, but the values are within 2-\(\sigma\) of each other. We also note out that the median might not be the best estimate for the effective temperature PDF in the iron/silicates grid where the peak extended to cooler temperatures. For the surface gravity and metallicity posterior distributions, we present the median values and error bar assuming a Gaussian distribution, though they may not be Gaussian. The surface gravity PDF suggests that the planet has high surface gravity. However 51 Eri b is clearly a low mass companion indicating that the data does not constrain the gravity. A prior might help constrain the distribution, but there are currently no physically motivated priors available for the surface gravity of young planets. Similarly, the PDF for the metallicity is also unconstrained and higher resolution spectra in the \(K\)-band might help provide greater constraints on the metallicity of 51 Eri b (Konopacky et al., 2013).

A difference between the iron/silicate and salt/sulfide atmosphere grids is in the planet radius, where the best fit radii for the cloudy models and the median radius of the PDF for the salt/sulfide models are much closer to evolutionary model predictions. A possible explanation for this discrepancy is that fitting the lower effective temperatures while still matching the bolometric luminosity, requires a larger radius. If the iron/silicates models extended to lower temperatures, assuming the continued presence of these clouds at these colder temperatures, it is likely that the radius discrepancy would not be as apparent. The sedimentation factor was fixed (at $f_{\text{sed}}=2$) in the iron/silicates grids, but had varying hole fractions ($h_{\text{frac}}$). In the sulfide/salt grid, $f_{\text{sed}}$ was varied and the median value for the distribution is $f_{\text{sed}}=2.48$. If we equate the $h_{\text{frac}}$ from the iron/silicates model with the $f_{\text{sed}}$ as the physics controlling the emission of flux from the photosphere then for both model
the best fitting models tend to be favoring the presence of clouds over cloud free atmospheres. Furthermore, in both cases the best fitting models were not the fully cloudy atmospheres, with the smallest $h_{\text{frac}}/f_{\text{sed}}$. While the cloud compositions in both models are different, fitting either grid require cloud opacity. This can be achieved in one of two ways: either make the deep iron/silicates clouds be very vertically extended (small $f_{\text{sed}}$) or introduce a new cloud layer in the form of the sulfide/salt clouds.

![Graph](image)

Figure 45. The ten best fitting cloudy (red) and cloudless (blue) atmospheres over the wavelength range of the James Webb Space Telescope. The median of the models is plotted with a thicker line. The models indicate the divergence between the model fits over the wavelength covered by JWST.

The cloudy model atmosphere fits presented in Figure 43 match the $H$ through $K$ spectrum while being slightly under luminous in the $J$ and over luminous $M_S$ bands. Given the large photometric errors in the $M_S$ data, the model photometry lies within 2-$\sigma$ of the data. JWST and other future low background mid-IR instruments will better constrain the 3–24 $\mu$m SED, a further test of current models. In Figure 45, we show ten of the best fitting models assuming cloudy (sulfide/salt clouds) or cloudless atmospheres extended out to 20$\mu$m. It is clear from these models that observations
with the coronagraph on Near InfraRed Camera (NIRCam), spanning the 3–5 µm wavelength will add significant constraints on the atmosphere of the planet. If the planet can be studied with the Mid Infrared Instrument (MIRI), it could be used to apply constraints on chemical disequilibrium in the atmosphere through observations NH$_3$ in the 10–11µm range.

5.4.3 Luminosity of the planet

The two different grids used in this study have produced similar luminosity predictions for the planet despite the different cloud compositions. From the iron/silicates grid we infer a bolometric luminosity of $\log L/L_\odot = -5.83^{+0.15}_{-0.12}$, and $\log L/L_\odot = -5.93^{+0.19}_{-0.14}$ from the sulfide/salt model atmospheres. We compare these luminosity estimates to predictions of evolutionary models to infer the planet mass and discuss its initial formation conditions.

5.4.3.1 Standard cold- and hot-start models

In Figure 46 we compare the bolometric luminosity to evolutionary models for planets formed via the two extreme scenarios namely, hot-start and cold-start models (Burrows et al., 1997; Marley et al., 2007). In the hot-start scenario, planets are formed with high initial-entropy and are very luminous at birth. This scenario is usually associated with rapid formation in the circumstellar disk through disk instabilities. Alternatively, in the cold-start scenario, which is often associated with current 1D models of the core-accretion mechanism, planets start with a solid core that accretes
Figure 46. Luminosity of imaged planetary mass companions as a function of age. For 51 Eri b, the red star is the inferred luminosity from the Iron/Silicates model grid while the green square is the inferred luminosity from the Sulfide/Salt model grid. Also plotted are evolutionary tracks assuming different starting conditions i.e. the “hot-start” (dotted lines) and “cold-start” (solid lines) models of Marley et al. (2007); Fortney et al. (2008). 51 Eri b is consistent with both hot- and cold-start formation models. A subset of known directly imaged companions are plotted in figure illustrating the difference between 51 Eri b and other imaged planets. Data for the companions, 2M1207 b, HR8799 bcde, HD 95086 b, GJ 504 b were taken from Patience et al. (2010); Rajan et al. (2015); Zurlo et al. (2016); De Rosa et al. (2016); Skemer et al. (2016) respectively.
gas from the stellar disk. The accreting gas loses energy via a radiatively efficient accretion shock and form with low initial-entropy and thereby lower post-formation luminosity.

The other directly imaged companions plotted in Figure 46 can all be considered as having formed via the hot-start scenario. Despite the older age assessment for the companion in this study 26±3 Myr (Nielsen et al., 2016) compared to 20±6 Myr (Macintosh et al., 2015), the revised luminosity when compared to the system age
places 51 Eri b in a location where either cold or hot initial conditions are possible. Based on the hot-start tracks, it would have an inferred mass between 1–2 M\textsubscript{Jup}. However, for the cold-start case the planet mass could lie anywhere between 2–12 M\textsubscript{Jup}, since the model luminosity is largely independent of mass at the age of 51 Eri b. Dynamical mass estimates for the planet could help clarify the formation mechanism especially if the planet mass > 2M\textsubscript{Jup}.

5.4.3.2 Warm-start models

Spiegel and Burrows (2012) proposed a complete family of solutions existing between the hot- and cold-start extreme cases. Warm-start models\textsuperscript{9} explore a wide range of initial entropies aimed at covering the possible range of initial parameters that govern the formation of planets. In Figure 47, we compare the inferred bolometric luminosity and the planet SED to models from Spiegel and Burrows (2012). The Spiegel and Burrows (2012) models are evolutionary tracks calculated assuming different initial entropies for the planet, between 8 and 13 k\textsubscript{B}/baryon, where k\textsubscript{B} is Boltzmann’s constant, with steps of 0.25 k\textsubscript{B}/baryon and masses between 1 and 15 M\textsubscript{Jup} with steps of 1 M\textsubscript{Jup}. Four different model atmospheres are considered in combination with the evolutionary model: cloud-free and solar metallicity to fully cloudy with 3× solar metallicity (Burrows et al., 2011). The bolometric luminosity of each point in the grid for each of the four atmosphere scenario was computed by integrating the SED over the wavelength range. Because of the sparse sampling of the grid, we linearly interpolate the evolutionary tracks with steps of 0.06 k\textsubscript{B}/baryon and 0.2 M\textsubscript{Jup}.

In the top row of Figure 47, we plot the probabilities for each grid point measured

\textsuperscript{9}http://www.astro.princeton.edu/~burrows/
by comparing the average of the inferred bolometric luminosities from the SED fit
\((\log L/L_\odot = -5.87 \pm 0.15)\) to the predictions of the Spiegel and Burrows (2012) models
with the four atmosphere conditions. For the bottom row in Figure 47, the surface
is calculated by fitting the planet SED to the Spiegel and Burrows (2012) model
atmosphere grid, using Equation 5.2. For both comparisons, luminosity and SED, we
chose the age of the evolutionary grid best matching the age of 51 Eri (25 Myr), to
minimize the number of interpolations, and only varied the mass of the planet and
initial entropy for the models.

Mordasini (2013) find that the luminosity of a planet that underwent accretion
through a super-critical shock (the standard cold-start core accretion hypothesis),
is highly dependent on the mass of the core, \(M_{\text{core}}^{2-3}\). Therefore, the continuum of
warm-start models can also be explained by similar bulk mass planets with increasing
core mass. These models suggest that the entropy of 51 Eri b can be explained via
core-accretion, with a core mass ranging between 15 and 127 \(M_\oplus\), which can reproduce
the planet luminosity with various initial entropies.

The four panels generated by fitting the inferred luminosity (upper four panels)
appear highly consistent and in agreement with the results from Figure 46. The \(1\sigma\)
contour encompasses the entire available entropy space, where for intermediate and
high entropies the most likely mass for the planet is between 2 and 3 \(M_{\text{Jup}}\), and for low
initial entropy the most likely mass for the planet increases, making distinguishing
between cold-, warm- and hot-start difficult.

When we compare the model spectra directly to the planet SED, the surface is
qualitatively similar to that made with the luminosity but shifted to higher mass and
with the \(1\sigma\) contours and best fit models favoring lower entropy. According to the
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Mordasini (2013) models, the fits presented here would be consistent with a planet having core masses ranging from 15–127 $M_{\oplus}$.

Conversely to other directly imaged companions (see figures in Marleau and Cumming, 2014), 51 Eri b is the only planet compatible with very low initial entropy and the cold-start case. Tighter constraints on the bolometric luminosity and/or higher signal to noise data will help to reduce the width of the two branches and independent mass constraints, from dynamical measurements, will enable to infer the initial entropy and possible formation route. Atmospheric retrievals and/or higher resolution spectra aimed at exploring and characterizing the planets chemical composition might also help understand whether the planet has higher C/O ratios compared to the star, since planetary C/O can be used to understand planet formation (Öberg et al., 2011; Konopacky et al., 2013).

5.5 Conclusion

In this paper, we have presented the first spectrum of 51 Eridani b in the K-band obtained with the Gemini Planet Imager (K1 and K2 bands) as well as the first photometric measurement of the planet at $M_S$ obtained with the NIRC2 Narrow camera. We also obtained an additional $L_P$ photometric point that agrees very well with the $L_P$ measurement taken in the discovery paper (Macintosh et al., 2015). In addition, we revised the stellar photometry by observing the star in the near IR and estimating its photometry in the mid IR through an SED fit. The new data are combined with the published $J$, and $H$ spectra and the $L_P$ photometry to present the spectral energy distribution spanning 1–5 $\mu$m for the planet.

As part of the data analysis, we calculated the covariance for each of the spectral
datasets i.e. $J, H, K1,$ and $K2$ using the formalism presented in Greco and Brandt (2016). The spectral covariance was used in all the chi-squared minimization performed as part of this study, in combination with the photometric variance. Using the covariance ensured that the photometric points were weighted in a suitable manner and resulted in cooler effective temperatures for the best fits.

We compared the planet photometry to field and young brown dwarfs by fitting their near-IR spectra to 51 Eri b to estimate a spectral type of T6.5 ± 1.5. Due the relative paucity of known young T-dwarfs, our comparison of the planet spectrum to young T-dwarfs only included a handful of objects, and amongst the sample 51 Eri b appears to have the lowest surface gravity based on a comparison of their spectral shape and amplitude.

In a comparison of the near and mid IR photometry for the planet to the field and young brown dwarf population via a range of color magnitude diagrams we note that 51 Eri b is redder than brown dwarfs of similar spectral types. This was also noted in the discovery paper, and it was proposed that this might be due to presence of clouds, similar to young L-type planetary mass companions. In this study, we extended this idea to suggest that a possible reason for the presence of clouds (compared to the field), is that the planet is still transitioning from the L-type to the T-type. This would occur at a lower $J$ magnitude than field brown dwarfs due to its lower mass when including a gravity-dependent transition in the evolution (Saumon and Marley, 2008).

We also fit the planet SED with two different model atmosphere grids that varied in the composition of molecules that could condense in the atmosphere. The best fitting models in both cases, were those that contained large amount of condensates in the atmosphere as compared to cloud free atmospheres. Through the iron/silicates
grid, we estimate that the planet has a patchy atmosphere with 10–25% hole fraction in the surface cloud cover, which is consistent with the $f_{\text{sed}}$ values of 2–3 resulting from the sulfide/salt grid. The median effective temperature from the two grids is $737^{+39}_{-46}$ K and $605^{+61}_{-66}$ K for iron/silicates and sulfide/salt respectively. This value is slightly cooler, compared to Macintosh et al. (2015), where the best fit models had temperatures of 700K and 750K respectively. The surface gravity and metallicity both appear to be unconstrained by the data, but empirical fits to young T-dwarfs suggest that the planet has lower surface gravity.

The two atmosphere grids provide similar luminosity estimates which were compared to hot-, warm- and cold-start models. 51 Eri b appears to be one of the only directly imaged planet that is consistent with the cold-start scenario and a comparison of the planet SED to a range of initial entropy models indicates that cloudy atmospheres with low initial entropies provide the best fit to the planet SED.

With future space missions such as the James Webb Space Telescope, the 3–24 μm SED of this planet could be observed at higher SNR, providing tests of current atmospheric models. The best fitting atmosphere models further indicate that the planet might have a cloudy atmosphere with patchy clouds, making 51 Eri b a prime candidate for atmospheric variability studies that might be possible with future instrumentation. Further analysis of this data using methods such as atmosphere retrievals could permit an exploration of other planet parameters that were not considered in this study such as chemical composition of the atmosphere and the thermal structure.
CONCLUSIONS & FUTURE WORK

6.1 Brown dwarf variability

Isolated brown dwarfs are high signal-to-noise laboratories to build and test new models and increase our understanding of the physics of cool atmospheres. The field has continued to discover young new brown dwarfs and free floating planetary mass objects (e.g. PSO 318, SDSS 1110; Liu et al., 2013; Gagné et al., 2015a). These newly discovered young brown dwarfs appear to have near infrared colors similar to those of imaged exoplanets suggesting similar effective temperatures and mass. Studies of these young brown dwarfs can provide insights into the observables of imaged planets. The field has also been pushing to cooler brown dwarfs, such as WISE 0855 that have effective temperatures approaching that of solar system giant planets (Faherty et al., 2014; Skemer et al., 2016).

As part of the first BAM study, we detected a new sample of variable brown dwarfs and found that the frequency of variable brown dwarfs depends on different factors such as the observed wavelength and the variability amplitude. BAM-I was at the time the largest and most uniform ground-based search for variability. In our second BAM study, we noted a correlation between the near infrared color of the coolest T-dwarfs and the likelihood of them showing photometric variability. Here infrared colors represented cloud opacity, with redder colors being higher opacity clouds. We also suggested that only brown dwarfs that had intermediate opacity seemed to show variability matching the hypothesis that patchy clouds lead to variability.
Space based surveys using *HST* and *Spitzer* have been extremely effective in demonstrating the variable nature of brown dwarfs (Metchev *et al*., 2015) as well as indicating that the variations measured across different wavelengths might be originating from different cloud layers (Yang *et al*., 2016). A potential avenue to explore the long time baseline evolution of brown dwarf atmospheres is to use the *Kepler K2* mission which can monitor brown dwarfs for multiple months while providing high precision photometry (Gizis *et al*., 2015). Continuous monitoring by *K2* can distinguish between variations arising from rotational modulation and evolution of the atmosphere over timescales longer than a single to few rotations (Showman and Kaspi, 2013; Zhang and Showman, 2014). Multi-wavelength monitoring by the *James Webb Space Telescope* permits exploration of different atmospheric scale heights to probe deeper into the atmosphere. Through a combination of NIRSpec/NIRISS and MIRI spectroscopic observations, the full near to mid IR spectrum of these cool brown dwarfs can be studied for atmospheric variations. Differential spectra can be forward modeled to extract composition information that can be studied to look for correlation between the variability signatures and physical/features that might causing them.

6.2 Directly imaged planets

The field of comparative exoplanetology is still in its nascent stages. As part of this thesis, I studied the atmosphere of three different planetary systems against atmosphere/evolutionary model grids. The first study, conducted with *HST* demonstrated the potential of the Wide Field Camera 3 infrared channel to be used for high contrast imaging. The data was compared against a range of atmospheric models where we pointed out the inability to fit the near IR, the water band and the mid IR consistently
for the outermost planet, HR8799b. While no such inconsistency was seen in HR8799c, potentially suggesting that non-equilibrium chemistry might be required to explain the spectrum of the outer planet. The Gemini Planet Imager is one of the most advanced adaptive optics instruments and as part of the GPIES survey, I demonstrated some of the work being done to improve the camera by understanding its performance against a range of environmental data. As part of the investigation of the HD106906 planetary system, we searched archival and published data for evidence of circumplanetary material around the planetary mass companion. We found that the optical PSF of HD 106906b was radially extended compared to 11 comparison point sources in the HST data. Analysis of the near-infrared photometry and models showed that HD 106906b is redder than a comparison sample of sub-stellar companions, except for FW Tau b, which has strong evidence for a circumplanetary disk from ALMA (Kraus et al., 2015). In our modeling of 51 Eri b, we noted that the luminosity of the planet is consistent with both cold and warm start models. Additionally, the planet requires patchy cloud atmospheres to fit the spectral energy distribution making an excellent candidate for variability studies with JWST.

The atmospheric characterization studies I did as part of my dissertation made use of pre-computed grid models with a few free parameters such as the effective temperature, surface gravity and some form of cloud. These models also tend to make assumptions such as thermochemical equilibrium, radiative convective equilibrium, and solar elemental abundances, thus making it difficult to reconcile differences between the data and model when they arise. Due to these reasons, recent studies in the field of transiting exoplanets (Kreidberg et al., 2014) and brown dwarfs (Line et al., 2014, 2015) have applied atmospheric retrievals using a Bayesian framework. Unlike model grids, retrieval-based algorithms do permit an exhaustive exploration of the
brown dwarf/exoplanet parameters including the abundance of a range of expected molecules, viz. H2O, CH4, CO2, CO, etc. as well as cloud opacity, surface gravity, thermal structure, etc. The power of retrievals comes from the fact that the results are motivated directly by the data and free of many of the model assumptions that are required when generating the grids. With future missions such as the JWST and the Wide Field Infrared Survey Telescope (WFIRST) atmospheric retrievals with be one of the key tools for exoplanet characterization.

Compared to current extreme AO systems, future space telescopes including JWST and WFIRST will be able to measure spectra spanning the optical or mid-infrared spectral ranges with single snapshots. For some of the more favorable targets such as HR8799 bcd, Beta Pic b, GJ 504 b, these telescopes will be capable of obtaining multiple high signal-to-noise spectra over short durations thus enabling spectrophotometric monitoring studies as well. Current high contrast imaging algorithms such LOCI and KLIP tend to focus on recovering the planet signal often at great cost to the photometric integrity. Future analysis will include forward modeling of the PSF (Pueyo, 2016) to extract the most accurate photometry. Additionally, unlike current pipelines the framework will be designed to permit the estimation of the posterior distribution directly from the data, thereby removing the need to calculate the covariance from the final reduced cube as demonstrated in (Greco and Brandt, 2016). This will ensure that any correlations in the spectrophotometric data are propagated directly into the retrieved atmospheric parameters.

For directly imaged planets, one of the most interesting science cases in the next decade will be the observation of atmospheric variability. In brown dwarfs, the most plausible explanation of temporal spectrophotometric variability detected in brown dwarfs is atmospheric heterogeneity. Observing the planets over multiple hours with
high SNR spectra and analyzing them using retrieval based algorithms will permit not just the estimation of the bulk planet properties but also the variations in pressure-temperature profile (Robinson and Marley, 2014), and atmospheric composition as a function of time. These results can also be compared against brown dwarfs of similar temperatures that will be studied concurrently to understand whether variability in brown dwarfs and imaged planets arise from similar causes. Combining many such programs will permit building the first 3D time-variable weather and composition map of an exoplanet.
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APPENDIX A

MANUAL EXPLAINING THE BAM CODE
A.1 The Brown dwarf Atmosphere Monitoring Photometry Code

The Brown dwarf Atmosphere Monitoring Photometry Code or BAM-Phot was written for the first BAM paper by Paul A. Wilson to work with data taken from the NTT in Chile. The code was subsequently updated with some bug fixes and upgrades implemented by Abhijith Rajan for BAM-II. One of the major improvements from BAM-I to BAM-II is the ability to work with a range of telescopes and a revision in the manner of light curve generation, whereby lightcurves are generated using both a weighted mean and a median of the comparison stars. The user can then choose which of the two methods is preferred.

The code is publicly available via github\(^\text{10}\) and is available for anyone to use in their research. If your research has benefited from the use of the BAM-Phot code please acknowledge both BAM papers (Wilson et al., 2014; Rajan et al., 2015). Note, this code makes use of the PyRAF, the python based IRAF programming language. If you do not have PyRAF installed on your machine, you can install it from here.

A.1.1 Setting up the code

The recommended way to download the code would be fork it on github. A fork is a copy of a repository (repo), within GitHub, that belongs to you. It is not necessary to fork the main course repo (you could clone it directly; see below), but by doing so the local copy is still tied to the original BAM repo and thus any bugs located in the code can be communicated back to the original code.

To get a repo onto your local system, you need to clone it with the command

```
git clone <address>
```

Here, `<address>` is the git url of the remote repo (either the original or your fork), available on the website. Once cloned to the local system, the code is now available to work on your data.

One of the first files that need to be modified to get the code working properly is file `param.py` in the src directory, see Figure 48. This file contains a list of variables

\(^{10}\)https://github.com/abhijithrajan/bam
needed by the code to analyze the data including \texttt{rootdir} which needs to be modified in order for the code to know the location of the source code. Change this variable to point to the directory where the repository has been downloaded.

Changing the address will immediately allow the user to run the BAM-Phot code, which can be run using the following command

\texttt{./bam.py}

However, before starting the code it is essential to set up the remaining variables in the \texttt{param.py} file, shown in Figure 48.

- The first six variables in the \texttt{param.py} file are related to the instrument, namely \texttt{pixel_scale}, \texttt{read_noise}, and \texttt{gain} which should be standard values available for the instrument. These keywords are used in the calculation of the photometry and error and should not be left empty or with incorrect values. The next two are header keywords, \texttt{JD\_header}, and \texttt{airmass}. Both these keywords are typically
available in the header of data. The airmass keyword is what informs the correction of the images, and the **JD_header** keyword is the only way for the pipeline to know the time stamp for each image in the sequence.

- The next two header keywords are meant to point to the location of the code and by now the **rootdir** has already been set, the **datadir** keyword can be left to “data” or changed as needed. A directory labelled “data” needs to be created in the root directory, this directory is the repository of all the science data that will be operated upon by the photometry pipeline.

- The next keyword i.e. **binned_data**, requires a boolean value to indicates whether the code should bin the images in case they are unbinned. Or if they are already whether they are already combined then it should not further bin the images. False - tells the code that the data is unbinned and it should bin the images and vice versa.

- The pipeline expects the science data to be subdivided by targets i.e. at one time it reduces the data for one object before proceeding to the next. The order is simply to create directories in the data directory labelled OBJ01, OBJ02, etc. The **data_sub_dir** variable tells the code where the images are located within each OBJ directory. All science images should be copied to a directory with the name of this variable, which in the example param.py file is in a directory called “data_unbinned”.

- The next variable labelled **ds9_name** is the first few letters and the last few letters of the name of the coordinate file used to point the pipeline to the location of the target and the reference stars to be used in the photometry. An example of a region file is shown in Figure 49 indicating the values required by the pipeline. For the BAM papers, these region files were typically created using
Figure 49. An example of the contents of a normal coordinate file. The different values are the x, y, position of an object, its flux along with error, the maximum flux of the target and the full width at half maximum of the star.

Source Extractor\textsuperscript{11}, which will output the files in the exact format required by the pipeline, the variable names for which are present in the example finder file.

*Note, The coordinates of the target star or brown dwarf must be the first line in the finder. This is used by the pipeline to identify the target.*

- **image\_name** is the variable that specifies which files in the directory are the science images on which to act. The format is similar as above, where the first and last few letters must be specified.

- **variable\_aperture** is a keyword used to decide during the process of computing the photometry whether to use a single aperture for all the photometry or whether to use variable aperture sizes determined by the median Full Width Half Maximum (FWHM) for each image. Note, this is not to suggest a variable aperture per target and reference star but rather different apertures based

\textsuperscript{11}http://www.astromatic.net/software/sextractor
on varying seeing conditions. If the seeing remains consistent throughout the sequence, this will reduce to having a constant aperture throughout the data reduction. The assumption being made by the pipeline is that the data has been corrected for variations within the image itself.

- **airmass_detrend** is the keyword that determines whether the photometry is corrected for airmass changes across the entire sequence. The airmass keyword needs to be correctly set for this correction to be enabled. This correction is carried out by fitting a second order polynomial to the relative flux of the master reference as a function of airmass.

- In the next three keywords, **std_cutoff** determines the standard deviation above which a comparison star is rejected from being included as a comparison star. **cut_offs** is actually a list of values that determines different cut off values the first one is not used, the second applied a Mean Absolute Deviation cut off which is no longer used in the code. The next two are integer values indicating the maximum number of starting reference stars to use from the finder, and the minimum number of references required for the code. The final two are the required flux in the comparison stars which come from the photometry included in the finder file - the first is the minimum value required for an object to be accepted as a reference and the second is the maximum value, this will reject any stars above the cut off which could be the saturation value or the flux above which the star is no longer linear to within some percent value.

The start up screen for the code is shown in Figure 50. It lists the five different options that are available within the code, and they are each described in greater detail below.
• fwhm: For a fresh dataset, the very first task to be carried out is the estimation of the FWHM for each brown dwarf/star identified in the finder chart specified earlier. Using the coordinates, a function using IRAF measures the FWHM for all the objects in an image and uses them to calculate the median value for the image and stores the output to a file called “fwhm.txt” for the full sequence in the data_sub_dir.

fwhm 01 - will measure the median FWHM for all the images of star 01.
fwhm all - will measure the median FWHM for all the images of all the stars in the datadir.

• phot: After running the “fwhm” step, the next step in the pipeline is to estimate the photometry. Note, the photometry step will not run without the presence of the “fwhm.txt” file in the directory.

phot 01 or phot all - will run IRAF/DAOPHOT aperture photometry on each
Depending on the choice above the data will be stored in either a variable aperture or constant aperture directory where the aperture size is $1.5 \times \text{FWHM}$. If the choice is variable aperture, then the photometry uses an aperture of $1.5 \times \text{FWHM}$ where the FWHM varies for each image. If not, then the aperture is $1.5 \times \text{FWHM}$ – however the FWHM is now the median FWHM of the entire sequence. From experience, constant aperture should only be chosen in excellent seeing conditions. Modifying the aperture size is currently not supported out of the box, and requires the changes to be applied directly in the phot.py routine.

- plot: After running the “phot” step, the final step is to estimate the light curve. The description of how the references are chosen is described in detail in (Wilson et al., 2014). To generate the light curves the user needs simply type either plot 01 or plot all to run it for a single star or for all the stars.

Unlike the other routines in this pipeline, the “plot” routine runs twice per target. the first time it generates a light curve using all the reference stars. The second time it applies the selection criteria and generates the final light curve. For each of these step the pipeline generates a figure (see Figure 51 and 52) which helps determine the quality of the reference stars chosen for the final light curve (the figures are saved to the “plots” directory located in the root directory). At this point the user can choose to increase or decrease the various cut offs that are being applied to make the pipeline reject fewer or more comparisons.

In addition to these plot files, there are further text files with the values that go into generating the figures. These are located in “plots/data/(un)binned” the name is dependent on whether the user choose to bin the data points or not.
Figure 51. First step of light curve generation code. This step uses all the reference stars, light curves for which are shown on the right side. The target light curve is on the top left, middle left is the combined reference light curve and bottom left is the airmass for the sequence along with the polynomial fit used to correct it.

- **ref**: The refresh command allows users to update the code or the param.py file and re-run the pipeline without needing to exit the bam environment.

- **q**: By typing “q”, the user can exit out of the code. This will cause all information stored in memory to be lost, and should only be done in cases where no further tasks need to be performed.
Figure 52. Second step of light curve generation code. This step uses only the best reference stars, light curves for which are shown on the right side. The target light curve is on the top left, middle left is the final reference light curve in red and all the reference star data points shown in gray and bottom left is the FWHM for the sequence.
APPENDIX B

STATISTICS CALCULATED TO CONFIRM THE PLANET DETECTIONS IN THE HST/WFC3 DATA
B.1 Quantifying a detection

The detections of the HR8799 b and c in the F098M and F139M data were of low signal to noise and to confirm that the detections were real and not artifacts from the data processing, we performed a test using “zero-flux” planets which is elaborated below.

The optimization method utilized in the analysis pipeline maximizes the ratio of the throughput to the residual noise, where the throughput is measured using an injected template PSF at a given location and the residual noise is measured from the standard deviation of pixels surrounding this location, the noise is measured by masking the location of the injected PSF. A concern with this technique is that rather than optimize the SNR, the code could be choosing parameters that breed speckles and thus result in spurious detections. To eliminate this concern, template PSFs with the signal zeroed out or “zero-flux” planets were injected into the data (at locations separated from the real planet) and processed in the exact same manner as the real planet. For the test, the throughput of “zero-flux” planet at a given location is calculated and used to derive the data quality criterion and since there is no signal, the test will determine whether the data quality criterion itself will cause speckles to be amplified such that a planet with a non-zero flux appears to exist. This process was used for pipeline verification purpose. The data was analyzed by injecting these zero-flux planets at 20 – 25 locations for each real planet and did not generate any spurious objects comparable to the reported planet detections.
B.2 Calculating the SNR

The planet photometry is calculated in each image using a matched filter, similar to the procedure adopted in Soummer et al. (2012). To ensure that we understand the throughput losses caused by the algorithm, we calculated an aperture correction validated by comparisons against HST calibration data on several white dwarfs that are standard photometric standards as well as field brown dwarfs of similar spectral type range.

The root mean square (RMS) noise level was estimated as the standard deviation in the optimized zone after masking the location of the planet. Additionally, we compared our results against the Student t-test suggested in the Mawet et al. (2014) paper. The zone radial boundaries range from $14.5 \lambda/D$ to $20 \lambda/D$ for planet b and from $8 \lambda/D$ to $11.5 \lambda/D$ for planet c in the three filters. Based on these separations we anticipate between $\sim 44$-60 and $\sim 24$-33 resolution elements for the planets in each of the small zones.

Also shown in Figure 53 is the probability distribution function of the signal for both HR8799 b and c in the F127M filter. We computed the Shapiro-Wilk test on these data and found that both PDF are best approximated with a normal distribution with a p-value of 0.2 and 0.7 for b and c respectively. Using equations 5 and 10 from Mawet et al. (2014), we estimated the false positive fraction (FPF) for the four detections (b in three filters and c in F127M) presented in the paper and the signal to noise ratio calculated assuming both a Gaussian and student-t distribution.

For HR8799 b (assuming the PDF is Gaussian):

- F098M - FPF = $3.46e-04$, SNR = 3.8
Figure 53. The probability distribution functions for HR8799 b and c in the F127M filter. Both point spread functions are best approximated by a normal function based on the results of a Shapiro-Wilk test.

- F127M - FPF = 7.57e-22, SNR = 9.8
- F139M - FPF = 1.30e-03, SNR = 3.4

Assuming small number statistics and a modified Rician distribution, where only the elements in the annulus radially surrounding the companion are used in the calculation:

Number of elements = 38

- F098M - FPF = 1.75e-03, SNR = 3.3
- F127M - FPF = 2.74e-11, SNR = 6.8
- F139M - FPF = 4.26e-03, SNR = 3.0

For HR8799 c (assuming the PDF is Gaussian):

- F127M - FPF = 3.79e-07, SNR = 5.3

Assuming small number statistics, and estimating the FPF estimated using the student-t distribution:

- F127M: Number of elements = 20, FPF = 1.27e-04, SNR = 4.0
We also computed the same statistics for the single bright speckle seen in the F139M data for HR8799 c. The SNR in the residual F139M speckle:

Assuming a Gaussian PDF: $\text{FPF} = 4.62\times10^{-4}$, $\text{SNR} = 3.7$

Assuming a non-Gaussian PDF: Number of elements = 20, $\text{FPF} = 2.65\times10^{-3}$, $\text{SNR} = 2.23$

An important caveat to the above exercise is to point out that the errors presented for the photometry in this study paper are not calculated from the SNR. Instead we measured them by injecting 25 fakes for ‘b’ and 20 for ‘c’ (fewer to avoid the location of the real planet) and calculating the standard deviation in the measured signal for each of the fakes. The detection SNR is not used to quantify the errors for the photometry, they are used to determine the criterion for selecting the best images to combine.
APPENDIX C

CALCULATING THE CORRELATION FOR THE 51 ERI IFU DATA
C.1 Derivation of Spectral Covariance

We follow the method described in Greco and Brandt (2016) to measure the inter-pixel correlation within the PSF-subtracted images, and convert these into a covariance matrix. For each image \((J, H, K1, \text{and } K2)\), the correlation \(\psi_{ij}\) between pixel values at wavelengths \(\lambda_i\) and \(\lambda_j\) within a 1.5 \(\lambda/D\) annulus was estimated as

\[
\psi_{ij} = \frac{\langle I_i I_j \rangle}{\sqrt{\langle I_i^2 \rangle \langle I_j^2 \rangle}}
\]  

where \(\langle I_i \rangle\) is the average intensity within the annulus at wavelength \(\lambda_i\). This was repeated for all wavelength pairs, and at five different separations: 350, 454 (the separation of 51 Eri b), 550, 650, and 750 mas. To avoid biasing the measurement, 51 Eri b was masked in the 454 mas annulus.

The measurements of the correlation \(\psi_{ij}\) at the eight different separations within the final image were used to fit the parametrized correlation model of Greco and Brandt (2016),

\[
\psi_{ij} \approx A_\rho \exp \left[ -\frac{1}{2} \left( \frac{\rho \ \lambda_i - \lambda_j}{\sigma_\rho \ \lambda_c} \right)^2 \right] + A_\lambda \exp \left[ -\frac{1}{2} \left( \frac{1}{\sigma_\lambda \ \lambda_c} \right)^2 \right] + A_\delta \delta_{ij}
\]

where the symbols are as in Greco and Brandt (2016). This model is based on the assumption that the correlation consists of three components. The first two terms model the contribution of the speckle noise and the correlation induced by the interpolation within the reduction process. The third models uncorrelated noise, such as read noise, which do not contribute to the off-diagonal terms of the correlation matrix. The amplitude of the first two terms \((A_\rho, A_\lambda)\) were allowed to vary with separation, while the two correlation lengths \((\sigma_\rho, \sigma_\lambda)\) were fixed. As the sum of the
amplitudes must equal unity, $A_\delta$ was derived from the other amplitudes. Figure 54 shows an example of the spectral correlation as a function of the angular separation for the $H$-band spectral cube, $\lambda_c$ is the central wavelength of the spectrum (1.65 $\mu$m for $H$). The colored lines in the plot are the best fits to Equation C.2.

Due to the high dimensionality of the problem, we use a parallel-tempered Markov Chain Monte Carlo algorithm (Foreman-Mackey et al., 2013) to find the global minimum. The best fit parameters at the separation of 51 Eri b within the PSF-subtracted image at each band is given in Table 12. Using these parameters, the
Figure 55. Presenting the correlation matrices calculated for each of the four $JHK1K2$ spectra. Going from $J$-band through $K2$ the correlation length can be seen to change as a function of speckle vs background noise. The spectra are highly correlated at $J$ with up to 5 channels showing high correlation values, down to $\sim3$ at $K2$ which is a consequence of the spectral re-sampling.
Table 12. Correlation model parameters

<table>
<thead>
<tr>
<th>Band</th>
<th>$A_\rho$</th>
<th>$A_\lambda$</th>
<th>$A_\delta$</th>
<th>$\sigma_\rho$</th>
<th>$\sigma_\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J$</td>
<td>0.43</td>
<td>0.43</td>
<td>0.14</td>
<td>0.44</td>
<td>0.05</td>
</tr>
<tr>
<td>$H$</td>
<td>0.73</td>
<td>0.16</td>
<td>0.10</td>
<td>0.44</td>
<td>0.01</td>
</tr>
<tr>
<td>$K1$</td>
<td>0.51</td>
<td>0.41</td>
<td>0.07</td>
<td>0.68</td>
<td>0.004</td>
</tr>
<tr>
<td>$K2$</td>
<td>0.30</td>
<td>0.62</td>
<td>0.08</td>
<td>0.43</td>
<td>0.004</td>
</tr>
</tbody>
</table>

Covariance matrix, $C$, was constructed for each band. The diagonal elements contained the square of the uncertainties of the spectrum of the planet, and the off-diagonal elements were calculated using

$$
\psi_{ij} \equiv \frac{C_{ij}}{\sqrt{C_{ii}C_{jj}}}
$$

(C.3)

The fitted parameters in Table 12 demonstrate that the primary cause of correlation at the shorter wavelengths is speckle noise, with the correlation induced by interpolation becoming more significant in the $K1$ and $K2$ images. In each case the amplitude of the speckle noise term ($A_\rho$) is significantly higher than seen for HD 95086 b (De Rosa et al., 2016). This can be attributed to the fact that 51 Eri A is approximately two magnitudes brighter at $K1$ (than HD 95086 A), leading to a significantly brighter speckle field. The typical correlation lengths in the PSF-subtracted image for each band are visualized in Figure 55, with the data being highly correlated at $J$ band at wavelengths separated by up to five spectral channels.