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ABSTRACT
The South African Middi&tone Age (MSA), spanning the Middle to Late Pleistocene
(Marine Isotope Stages (MIS)3 witnessed major climatic and environmental change
and dramatic change foragertechnological organization including lithic raw material
selectionHomo sapienemerged during th&1SA and had to make decisions about how
to organize technology to cope with environmental stressors, including lithic raw material
selection, which can effect tool production and application, and mobility.

This project studied the role @mmportance of lithic raw materials in the
technological organization of foragers by focusing on why lithic raw material selection
sometimes changed when the behavioral and environmental context changed. The study
used the Pinnacle Point (PP) MSA recavtli§6-3) in the Mossel Bay region, South
Africa as the test case. In this region, quartzite and silcrete with dramatically different
properties were the two most frequently exploited raw materials, and their relative
abundances change significantly throtighe. Several explanatiomstertwinedwith
major research questions over the origins of modern humans have been proposed for this
change.

Two alternative lithic raw material procurement models were considered. The
first, a computational model termed t®pportunistic Acquisition Model, posits that
archaeological lithic raw material frequencies are due to opportunistic encounters during
randomwalk. The second, an analytical model termed the AdTileice Model drawn
from the principles of Optimal Foragiridheory, posits that given a choice, individuals
will choose the most cost effective means of producing durable cutting tools in their

environment and will strategically select those raw materials.



An evaluation of the competing models found that lithiw material selection
was a strategic behavior in the PP record. In MIS6 and MIS5, the selection of quartzite
was driven by travel and search cost, while during the MIS4, the joint selection of
guartzite and silcrete was facilitated by a mobility stratbgy focused on longer or more
frequent stays at PP coupled with place provisioning. Further, the result suggests that
specific raw materials and technology were relied on to obtain food resources and
perform processing tasks suggesting knowledge abouneterial properties and

suitability for tasks.
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CHAPTER 1: PROJECT INTRODUCTION
Introduction
The South African Middle Stone Age (MSA), spannihgMiddle to Late Pleistocene
witnessed major climatic and environmental change and dramatic chaoggager
techndogical organization including stone tool raw matesialection The MSA lasted
from ~300 ka, maybe as early as 200 ~35ka (Deino and McBrearty 2002, Herries
2011, Johnson and McBrearty 2010, Marean and Assefa 2005, Tryon and McBrearty
2002) spanmg minimallyMarine Isotope Stage 8 (MIS8) to MIS3enetic research
(Fagundes et al. 2007, Gronau et al. 2011, Henn et al. 2011, RelethfordtB0d8%sil
record(Brauer, Deacon, and Zipfel 1992, Day 1969, Hublin 1992, White et al. ,2003)
the archaological recordClark et al. 2003, Marean 2010b, McBrearty and Brooks 2000,
Shea 20083trongly suggest that modern humans emerged during the Middle to Late
Pleistocene,anciding with the African MSA.

These pehistorichomininhuntergatherers livedn a dynamic world wherein
survival depended upon decisions about how to organize technology to cope with
environmental stressorSince anatomically and behaviorally modelomo sapiens
emerged during the MSA, any decisions these forager groups madeabksicethe
continued survival of the human lineage are of particular intékdstn organizing
technology, potentially crucial decisions were made about raw material choice for stone
tool production and applicatiofihe raw material selection stage is poigly important
as it can set the range of possibilities for the later tool production and tdicbéipp.
Because stone tools are the most predictably durable aspect of the archaeological record

and were an important part of prehistoric technologgy throvide an excellent



opportunity to study the technological organization of prehistoric foragers in relation to
environmental challenges.

Following the Oldowan, decisions regarding stone tool raw material selection, the
changing use, and agse of diferent stone tool raw materials is well knofkom a wide
range of environmental and climatic contexithe-periods and {qAndrdfskyudr e s 6
1994, Bamforth 1990, Barosef 1991, Braun et al. 2009, Clark 1980, Goldmi@uman
and Hovers 2012, Jelinek @B, Kuhn 2004, 1991, Stout et al. 2003pwever, there is
disagreement about why raw material patterns change, and the role and importance of
stone raw material choice in the technological organization of forégemsrose and
Lorenz 1990, Binford and Ste 1985, Binford 1979, Brantingham 2003, Clark 1980,
Deacon 1989, Gould 1985, Gould and Saggers 1985, Kuhn 2004, Mackay 2008, McCall
2007, Stout 2002, Torrence 1986, Wurz 1999)

Based upon Optimal Foraging Theory (OFT) mod@8tephens and Krebs 1986)
it is often assumed that all species of animals, including humans, are utility efficient
(Alexander 1996, Krebs and Davies 1984} choices are made to achieve maximum
return on investments of time and enefBleed 1986, Nelson 1991, Torrence 1983)
Raw maerial choices may also have been made due to style prefédnse 2002,
Mackay 2011, Sackett 1982, 19&6)d symbolic valu¢Clendon 1999, Gould, Koster,
and Sontz 1971, Wurz 199%yhich may be motivated by other goals. Tdissertation
focuses on tw broader questions. First, what is the role and importance of stone raw
materials in the technological organization of foragers? Second, why did some prehistoric
foragers, while having several stone raw material options available, change their lithic

raw material preference when the behavioral and environmental context changed?



To address these two broader questions this dissertation investayatesiterial

selection by early anatomically modern human foragers who lived in the Mossel Bay

region Figure 1) on the south coast of South Africa during the South Afri&A.

Figure 1. The location of the Mossel Bay region. Location of Pinnacle Point also shown.
Satellite Imagery from Google Earth Pro 7.1.5.1557.

TheMossel Bay regioimas several MSA sitggigure 2) that combined yield a
long archaeological sequence tisaivell suitedfor the study of raw material selection
during important periods of human evolutidrne archaeological sequences from these
sites have been excavated with great precisienth@roughly date{Brown et al. 2012,
Brown et al. 2009, Jacobs 2010, Marean et al. 2010, Marean et al, 2003@ye

complemented by local paleoclimatic and paleoenvironmental records of high resolution



(Albert and Marean 2012, Béatthews et al. 201@Braun et al. ms, Copeland et al.

2015, Esteban et al. 2016, Fisher et al. 2010, Marean et al. 2014, Matthews et al. 2011,
Matthews, Marean, andilssen2009, Rector and Reed 2010) addition, the local

geology is well understoogawthra et al. 2015, Man and Viljoen 2008, Pickering et al.
2013, Roberts et al. 2012, Thamm and Johnson 2006, Viljoen and Malandg93)

thorough surveys for stone raw material sources have been und€Baken 2011,

Oestmo et al. 2014)

ige2. tin of innacl@oint sites. Satellite Imagery from Googl Earth Pro
7.1.5.1557. Images of localities the author

The MSA stone tool record from tiossel Bay regiomanges from ~1648 ka,
which temporally overlaps a wide range of stone tool variation alongswitie notable
technologies including the early microlithiBrown et al. 2012and Howiesons Poort
(Brown et al. 2012, Brown et al. 200 ste Pinnacle Point% (PP56). In addition to
the Still Bay that is of similar age to the early microlithic andlserved at nearby

localities, they figure heavily in the study of the origin of modern human behavior
4



(Brown et al. 2012, Deacon 2001, Henshilwood and Dubreuil 2011, Henshilwood and
Marean 2003, Klein 2000, McBrearty and Brooks 2000, Shea 2ithe arly

microlithic, Still Bay, andHowiesons Poofforagers shifted to a regular use of fine
grained raw materials in addition to the use of more cegnaeed quartzite, and the
reasons for this are debat@mbrose 2006, Ambrose and Lorenz 1990, Brown1201
Deacon 1989, Mackay 2008, McCall and Thomas 2012, McCall 2006, Minichillo 2006,
Wurz 1999)

The PP13B and PP9 records that precede the6RB&ord shows a long record of
procurement of quartzite from cobble beaches or other secondary dd@umoegson
Williams, and Minichillo 2010)In the PP55 record there is a marked increase in the
selection of silcrete early in the MIS5 part of the sequence, and then particularly during
MIS4 that coincides with an increase in procurement from primary outcropesoand
the shift to a more bladeased technology (Brown 2011, Wilkins et al. 2017). This study
investigats the following question$o help clarify whythere is a change in raw material
frequencies in the earlyicrolithic and Howiesons Poort stone ttethnologies at PRP5
6. First, ae the lithic raw materidtequencies observed in tRénnacle PoinMSA
record due to opportunistikehavioror strategicchoice? Second, fitrategicallychosen,
in what contexts, environmentally and/or behaviorally, ivasore efficient to use
quartzite rather than silcrete to produce and use stone tools?

Two mutually exclusive models facilitate testing of hypotheses about raw material
selection and creating expectations that can be applied to the archaeobagrdadt
Pinnacle PointFirst, a computational model of stone tool raw material procurement

termed the Opportunistic Acquisition Model (OAM)evaluated. The OAM posits that



archaeological raw material type frequencies are due to opportunistic encounters with
stone sources during randemalk (see Brantingham (2003h the environment. Second,
an analyticalresourcechoice model termed the Acti@hoice Model (ACM) drawn from
OFT is presentedwhich posits that a forager when selecting a stone raw materiatywill
to maximize the amount and duration of tool cutting edge produced per unit time
investment in producing the tool. While there may be other variables important to raw
material choice, our formal models mbegin simply and then expaftater, and tool
cutting edge is a widely recognized variable of interest (Braun, BY0%n 2011

Mackay 2008)The study of raw material selection is well suited to the OFT approach
because raw material decisions are part of a tool making process where the decisions can
be modeled as optimization proble(kaihn 1994, Metcalfe and Barlow 1992, Surovell
2009)

To evaluate hypotheses drawn from the OAM and ACM, model outcomes under
three different model conditiorfMIS4, MIS5, and MIS6jare compared to
archaeologicalaw mderial frequency data from PP13B, PP9, and-BRbPinnacle
Point To identify the conditions thaould shift raw material frequenciesderthe
different MIS conditions | compare the model outcomes under two derived
environmental effects (coastline pimn and raw material source distribution, and
vegetation type) and one derived behavioral effi@obility rate and strategy)
archaeological frequencies

Following the evaluations of the hypotheses, a sensitivity analysis of each model
is conducted texamine the robustness of the model outcomes with respect to changes in

parameter values. Additionally, one model constraint assumption is tested, which is what



effect the presence of offshore silcrete sources during lowdesela has one the raw
materal frequencies. The sensitivity analysis (daetorat-thetimei OFAT) for the

OAM includes: 1) changing the amount of time the forager can move about the
landscape; 2) simulating what happens when Pinnacle Point is not an exclusive site on the
landscapéut instead one of three that the forager can return too; 3) changing
independent behavioral variables one at the time to look at the effects on raw material
outcome; 4) changing behavioral variables wholesale to simulate curated, expedient, and
sitecachng behavior. For the ACM, the sensitivity analysis includes changing the
assumed currency. The two alternative currencies a@toent and duration @fitting

edgeon bladegproduced per unit time investment in producinglitegle, and the amount

of blades and duration of cutting edge on those blades produced per unit time investment

in producing the blade.

Intellectual merit and broader impacts

In the social sciences, there is an ongoing growth in the development of formal modeling
of human behavior ahsocial and cultural systemiEhis research significantly

contributes to archaeological method and theory. Changing raw material patterns are
evident in many if not most archaeological sequences in anypegmed, and although

some previous studies (eBrantingham 2006, 2003, Pop 2015) present formal models to
address this issua,morecomprdensivemethodological framework using two mutually
exclusive formal models that specifically target raw material selection is missing in the
archaeological litetare. To rectify this, this project produces a framework of two formal

models (one computational and one analytical) of raw material selection that can be



applied to other examples of tool resource choice regardless of raw material type in

archaeologicalequences throughout the world. Formal models are important tools in any

scientific enterprise and their strength lay in the fact that they are logically grounded, thus

making it is easier to pinpoint why a model is supported orAlbmodels must begin

simply, and this research, through its use of two simple modielstrates how formal

models can be applied to questions of technological change and the procurement of

materials and thus contribste® that ongoing development of social science modeling.
This study &ploresthe formative period of modern human origins, where our

human ancestors faced climatic and environmental change, to explore how raw material

choices were developed and elaborated in one of the most ancient and longest living of

human échnologes: stone tool technology. Theo formal models (one computational

and oneanalytica) of raw material selectiopresented here, emplsgveral independent

methods (agerbased computational modelirapalyticalmodeling and experimental

archaetogy) thatbuild on efforts byBarton and RieBalvatore (2014 )Brantingham

(2003, 2006)and Surovel(2009). Thisnvestigation differs from previous studies with

an informal approacfte.g. Ambrose and Lorenz 1990, Binford and Stone 1985, Brown

2011, Gald and Saggers 1985, McCall 2006, Minichillo 20Béause it simultaneously

consides different hypotheses and the effects independent variaaleson raw

material selection, is formé&nalyticaland computationalgnd calculatenetreturn

rates of raw material selection as the environmental and behavioral context changed by

using highresolution climate/environmental data from Messel Bay regionThe study

provides netreturn rates on stone tool raw material selection that will be integrated int

t he O0Pal eoscape MossdBay eegigamdagnteibute tothe r t h e



comprehensive model of hurigatherer resourcgsranklin et al. 2015, Marean et al.
2015)

Additionally, this research makes significant contributions to the Modern Human
Origins debate. The project aims to settle a debate concerning rapid stafisnmaterial
selection that is evident at the onset of new climatic and environmental conditions in the
late Pleistocene during the African Middle Stone Age (MSA). This resealigbrovide
needed clarity as to whethéhic raw material selection was a strategic behavior or if
other lifestyle constraints caused the observed raw material pattern. Moreover, the
research will highlight if the cultural adaptive response to clinzatecenvironmental
change in the MSA was driven by a mobility strategy that precluded any specific
investment in stone technology and only prioritized moving people to the food resources,
or if the response was an increased reliance on technological ilemofeilitated by
strategic selection of raw materials that demanded technical insight in raw material

characteristics.

Organization of dissertation

Chapter 2provides diterature review starting with the concept of technological
organization and how is linked to the concepts of mobility systems and foraging
strategies. It then reviews informal and formal models that have been proposed to explain
technological change when corresponding with behavioral and/or environmental change.
Then the chapter tos to raw material selection, the role and importance of raw materials
in the technological organization of foragers, and the concept of raw material quality

including a summary of examples of ethnographic observations of raw material selection.



This is fdlowed by a review of the application of mechanical testinghe raw

material, and the examination of other claims for why raw materials are selected. At the
end of thechapter| organize the models that have been proposed for explaining why raw
mateials change in the archaeological record into a framework with two broad categories
c a | Nanprefasencebasedc h an g e teferanmcedd a6 Bd changed.

Chapter 3provides a review of raw material selection in the African Early (ESA)
and Later Stone Age @A), and then a thorough review of the evidence for raw material
selection from the Middle Stone Age (MSA) record from South Africa. At the end of the
chapter| present the existing informal models proposed to explain raw material selection
and thus charggin archaeological raw material frequencies in the South African MSA.

Chapter 4provides an irdepth overview of the geology of the Mossel Bay region
presents pertinent data on lithologies and sources types that are pertinent to this study.
Both onshored offshore datarepresented.

Chapter 5outlines the models and hypotheses evaluated in this study. This is
followed by a full presentation of tf@pportunistic Acquisition ModglOAM) and
Active-Choice Model (ACM). The OAM is presented using the ODgrview, Design
concepts, and Deta)lprotocol for presenting agebhtised models. Then the ACM is
presented. The ACM has two variants called the (ARKsequential encounter and
embedded procurement; travel and search-tost is excluded) and the ACR
(simultaneous encounter and direct procurement; travel and searatosivis included)
and both are detailed. A description of the variables needed to calculagttbtirn
rates used in the ACM is presented. After presenting the models, the modgboend

and model condition variables are described. The model conditions are Marine Isotope
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Stages 6, 5,/ 4, while the model conditiorariables arecoastline position and raw
material source distribution, vegetation type, and mobility rate and strdtegy the
hypotheses drawn from both models are presented. This is followed by the presentation
of atestingframework that will be used to evaluate the model outcomes for both the
OAM and the ACM. Finally, predicted relationships between toosts andhe three
different model condition varialdeare presented. The predicted relationssiqmsv how
different timecosts potentially relates to model conditions variatilas can potentially
explainarchaeological raw material frequencies during the diffaresdel conditions.
Chapter6 presents the methods used in this study. It starts by detailing how the
Opportunistic Acquisition Mod€lOAM) was constructed. The building blocks of the
OAM include geological and geophysical data, raw material survey@ianalysis,
and agenbased modeling. Second, | describe how the variables needed for both variants
of the ActiveChoice Model were obtained. Methods used to obtain estimates of variable
values includes a stone tool reduction experiment, a raw majeakty and fracture
mechanics experiment, published data, raw material survey data, and GIS analysis. The
chapter ends with describing how archaeological data were recorded and analyzed,
includingartifactmetric attributes, raw material frequency, cortigpe, cutting
edge/mass ratios, atigkeratio of retouch frequency to artifact volumetric density.
Chapter7 presents the archaeological record from Pinnacle Point (PP). It starts
with summarizing the site chronologies and stratigraphy of PP13B, PPRBP&&d Then
the stone tool data from these sites that are relevant for evaluating archaeological
expectationgre presentedstone tool datare first presentelly MIS designation using

the majorstratigraphic aggregafeom the three different sites. Tinall three sites will be
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presented together at theatigraphic aggregate level. Additionally, raw material
frequency data on the s@ggregate level from PRbare presented.

Chapter8 presents th®pportunistic Acquisition ModglOAM) modeling results
First, the raw material frequency result of sestag return simulations are presented and
compared to archaeological frequencies under the different model conditions. Second, the
model outcome of simulations where the forager can move for longer tinyeframathe
Pinnacle Point locality are presented (the first round of thdamteratthetime
(OFAT1) sensitivity analysis) and compared to the archaeological raw material
frequencies under the different model conditions. Then | evaluate Hypothésis 1 (
drawn from the OAM. The first step in the evaluation was to investigate the assumption
whether it is realistic to move randomly in relation to raw material sources in the Mossel
Bay region. The key criterion examined is the time without raw materiagitoblkit.
The next step was to evaludde based on the result of the sadey return simulations
and the results dhe OFAT1 sensitivityanalysis. Following the discussion of these
results a set of results from round 2 (OFAT2), 3 (OFAT3), and 4 (ORAdT4he
sensitivity analysis is presented wihbsequendiscussios of those results. The goal of
the sensitivity analysis was to gauge the effect different model parameters have on the
raw material output thus checking the robustness of the initiabtHgpis 1 evaluation
conclusion.

Chapter9 first presents the obtained measurements and estimates of the variables
needed in the Activ€hoice model (ACM)Starting with the currency variables,
(cutting edge per masahdd (cutting edge durability)hen looking at the actual

currency which isetimesd (cutting edge per mass multiplied by the duration of use
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before dulling) This followed by the presentation of théraw material travel and search
time-cost) t, (raw material procurement tirest) my (wood fuel for heatreatment
travel and search tirreost) m, (heattreatment timecost) andmg (flake manufacturing
time-cost)variables.

Chapter 10 presentse netreturnrates under all model conditions for both the
ACM-P (sequential encountend embedded procurement; travel and searcht¢wseis
excludedand ACMR (simultaneous encounter and direct procurement; travel and
search timecost is includedyariants are presentedaw material rankings are created
based on thaetreturnratesandcompared to archaeological raw material frequencies
under five different model conditions. Then the model outcomes under three different
model condition variables are presented to understand whether changes in individual
time-costs drive th@etreturnrates and thus explain the archaeological raw material
frequencies. The presentation of the model outcomes allows for a ranking that can be
used compare to archaeological frequencies. Then, the comparison to the archaeological
frequencieswhichallows for estingpredicted relationships between tioests and
model condition variablesire presented.

The last section of the chapter presents the evaluation of Hypotheésisahd
Hypothesis 3Ki3) from the ActiveChoice Model (ACM) using two alternative
curencies. The AME&P (embedded procurement; excludes travel and searcitoiste
netreturn rates are used to evaluldte while ACM-R (direct procurement; includes
travel and search tirrgost) netreturn rates are used to evaluate H3. Both these
currenciesare then used to gauge whether individual tcusts under the three different

model condition variables can explain archaeological raw material frequencies.
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Chapter 11 discusses potential issues and problems with the-&ttoree Model
and theOpportunstic Acquisition Model

Chapter 12presents a synthesis and discussion of the results of both models and
put the results in a broader context.

Chapter 13presents the conclusions of this study.
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CHAPTER 2: LIT ERATURE REVIEW
Introduction
The focus of this chapter will be on reviewing the broader theoretical, experimental, and
archaeological context that the concept and act of lithic raw material selactizased
in. The raw materiadelection stagm lithic manufacturas potentiallyimportant as it can
set the range of possibilities for the later tool production and tool applicblowever,
lithic raw material selection is only one facet of how hugtgherers organize their
technology, which makes it necessary to discuss the ppatechnological
organization and how it is linked to huntgtherers movement and subsistence
strategies. Thus, this dissertation takes an organizational apgcdadhcCall 2012)to
investigate technological change.

In this chapter, | will first reiew the concept of technological organization and
how it is linked to the concepts of mobility systems and foraging strategies. A summary
then follows of proposed informal models to explain technological change when
corresponding with behavioral and/ovennmental change. Then | will provide a
review of optimal foraging theory and its application to archaeology, followed by a
summary of formal models that have been utilized to explain technological change when
corresponding with behavioral and/or envimeental change. Then the chapter turns to
raw material selection with a focus on the role and importance of raw materials in the
technological organization of foragers. This is followed by a review of the concept of raw
material quality and the applicatiaf mechanical testing tidhic raw materials. Then |
examine other claims for why raw materials are selected by including a summary of

examples of ethnographic observations of raw material selection. At the end of the
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chapter] organize the models thaave been proposed to explain raw material
frequencies in archaeological records and why sometimes the raw material frequencies

change.

Technological organization, mobility systems, and foraging strategies

Prehistoric huntegatherers lived in a dynamic wd, where on gearly, monthly,

weekly, and even dailyasis the weather changethdseasons came and went, whiich

turn had a potential effect on the subsistence base. Moreover, through the lifetime of an

individual huntergatherer or over a couple génerations, the climate changed and the

environment was altered drastically by geophysical processes such as coastline change

and biological processes such as vegetation change, which in turn could change the

subsistence base. Thus,any given environnmgal contexta huntergatherer groupad

to make decisions about how to organize technology that could affect survivairsingp

group in an environmeppotentially ncluding raw material selectionhen they faced

problems such as time stréS®rrencel983) energy costBleed 1986) mobility

requirementgBinford 1979, Kelly 1988, Shott 1986, Torrence 19883ource

procurement schedulin@inford 1979) risk managemeriBousman 1993, Torrence

1989) and raw material availabilifAndrefsky Jr 1994Bamforth 1986, Gould and

Saggers 1985, Kelly 1988yhese problemeere all obstacles to achieving maximum

return on investments of time and enefBleed 1986, Nelson 1991, Torrence 1983)
Nelson(1991: 57)definad technologicab r gani z at lecdionamds @At he

integration of strategies for making, using, transporting, and discarding tools and the

mat erials needed f or t h eTechnologecabigdnaatianu r e
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can also refer to a tactic, which is the means to implementing stsatdgieover,

Nelson(1991: 58)definedstrategiesasii p r o 4sdlviagprocesses that are responsive to

conditions created by the interplay between humanda t hei r environment .

differently, strategies are a setaaintingentrules for how to behave @pecified

constraint valuednsights into the technological organization of a prehistoric forager
group can be gained by using sequence models in archaeology by studying the steps
taken to produce too[8leed 2001) Several studies suggekat stone tolgoroduction is
affected by the mobility strategy af given forager groufAndrefsky 1991, Bamforth
1991, 1990, Kelly 1988, Parry and Kelly 1987, Torrence 1989, 1988 suggests that
aspects of the technological organization of a forager group casagtoxy for

mobility and foragingstrategiesWhat this means is that by studying technological
organization it is possible to infer about forager mobility and foraging strategies. Faunal
and floral remains can also provide evidence for mobility arebfog strategietsee
Winterhalder and Smith 2000 for revievy using multiple proxies, it is possible to
build a more robust and complete picture of foraging strategies.

Mobility is one of the distinguishing characteristics of hugatherergKelly
1995:111)and should be considered an important research focus because many aspects
of ahunterg a t h dife fuch@sresource foraging, religion, kinship, trade, artistic, and
personal obligationare influenced bynobility (Kelly 1992: 48) It is impartant to point
out however that these connections between mobility and hgatieerer lifeways are
often hypothetical and rarely empirically demonstrated. The emphasis on foraging life
and mobility does not imply that mobility is seen as being the detestifactor on

huntergatherer lifeways, but rather that the aspects of hgatitrerer life and mobility
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are interlinked. Kelly (1983: 277defined hunteg at her er mobi |l ity strate
way in which huntegatherers move about a landscape owectiuse ofayeab Thi s i s
di fferent daily for agi ndnaddionvKblly(t983:278sour ces
defined mobility strategi es -gatlseres orgaeizef acet of
themselves in order to cope with problems ofuesoc e a ¢ qAs KeByi(1892:®0) . 0
put it: Athere are no Gardens of Eden on ear
human needs. Mobilityesidential, logistical, longerm, andnigrationwasthe first
means humans used to overcome this prablChanges in the way humans choose to be
mobile dramatically affect other aspects of human life, from demography to
enculturation. Theoretically, then, mobility must be critical to understanding human
evolutionary changé The challenge is how to opem@tialize methods in the form of
models to gauge mobility and linked concepts such as food and resource procurement in
the archaeological record.
Binford created much of the theoretical foundation for explaining technological
change and organization andlit& to mobility systems and foraging strategiBsford
1980, 1979, 1978, 197.Minford presented dichotomies where he conceptualized a range
of different technological strategies that the hugisiherer could utilize to cope with
environmental problas and resource distributi¢Brown 2011)
In 1977, based on observations of Nunamiut gear use during hunting trips,
Binford presented preliminary expectations for the technological composition of
archaeological assemblages. Binf¢t877)documented thayear that was transported
on hunting trips almost always was returned back to their residential camp and that even

broken equipment seldom failed to make it back. Tools that did not make it were either
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lost or purposefully discarded, while equipment &ftaskspecific localities reflected
the result of work that had been done there.
0nemr ated6é technology but the two hypothetic

procurement strategy (Brown 2011). TheeNami ut o&écur atedo their equ

to Binford.
Later, in 1979 Binford introduced the con
that is distinct from O0sit uaveréeclassibelds gear . Ho

gear made for anticipated scheduled tasks, whiktuationalgear was classified as gear
made and used out of necessity due to unanticipated €2emisrd 1979) Household

and personal tools were made of materials that have been deliberately selected for that
purpose, meaning nexials suited for that task, and such household and personal tools
were curated. On the other hand, situational gear was made expediently on the spot and
made out of materials available on the landscape or materials that have been stored and
was intendeda be used for another purpose. Binford proposed that this difference
between household/personal and situational gear can explain howssémblage

variation can be partly explained by convergefi¢ris, panned tools and expediently

made tools may be ed for the same purpose but they were produced differ@ribyvn

2011)

Based on his fieldwork observation, BinfddD79)asserted that raw material
procurement was usually embedded in other subsistence activities that the hunter
gatherers had scheddle~urther, he contended that raw material acquisition rarely
happens by direct and devoted forays with the sole purpose of collecting stones. Instead,

he proposed, the variability in the proportion of stones in the archaeological assemblages

19



is the functon of the scale of the habitat that has been exploited from the locality but also
the function of discard of tools that have been previously manufactured at some other
locality. The Nunamiut were observed to always collect raw materials when they
encountethem during scheduled subsistence activities. The encountered raw materials
werethen stored on the landscape at locations that the Nunamiut would likely visit again
during other scheduled activitiéBinford 1979)

Although it was important that Binfonased ethnographic observations (direct
observation leading to empirical data on forager behavior) to build his expectations for
archaeological assemblages it is important to note that Binford was observing the use of
rifles, steel knives, ansledsamongother things. These objects have very different use
lives compared to objects used by Stone Age higatrerers. Curatiofmaintenancedf
a steel knife is different than curation of a stone tipped knife.

In 1980,Binford (1980) following Beardsley etla(1956)and Murdock1967)

demonstratethat huntergatherer mobilitynaps onto variation ithe environmentOne
of theproxiesthat Binford usedor the environmenivasthe effective temperature (ET)
measure, whichlthough is sensitive to seasongliias used to show that there is a
systematic relationship between environments and hgateerer settlement types.
Then, while looking at ethnographic data about hugé&therers, Binford divided the
variability in huntergathererforaging strategiemto two broadstrategiescalled foragers
and collectorsand then described the probable archaeological signature of each
settlement typéBinford 1980)

The foragestrategyrestson the concept of residential mobiliinford 1980)

In short, residendil mobility is the movement of the entire group from one location to

20



another, where the huntgatherers move the consumers, themselves, to the resources.
The foragers use an encourb@sed strategy, and gather food on a daily basis and
seldom store foodResource distribution and group sdeterminehe number of
residential moves. Group size and duration of stay and seasonal use of camps will all
have an effect on the archaeological visibility of residential mobility. Localities, which
Binford called sies where resources were extracted, should hkowe density of
archaeologyResidential mobility is expected in landscapes where resources are
homogeneousldistributed and available yeesund, and thus maximum foraging
efficiency will result from dispesing the group to resource locatidifelly 1995: 120)
Yearround resource availability does not mean that all resources are available at all
times but rather that there are no parts of the yeaatbhaharacterized by no resource
availability.

The ollectorstrategyis tied tologistical mobility (Binford 1980) Logistical
mobility is the movemendf a subset of the entire residential greoiand from a key
residential location in order to perform specific tasks. The key residential locations are
nat necessarily defined by foq&elly 1995: 120) Although collectors usually exhibit
residential mobility, they typically obtain resources through special trips and they store
food. Logistical mobility is expected when resources are patchily distributéaeon
landscapend temporally punctuated. Such resources were often predictable on the
landscape and seasonally abundant. The logistical trips occur when the group is located
away from critical resources but it is not practical or possible to move the gtwlip
from the current place to where the resource occurs. In situations where access to food

resources is restricted by seasonality, hugétherers have a need for obtaining critical
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resources in a shorter period of time. Binford proposed that ifalesréical resources
need to be obtained during the same short period of time it would lead to more logistical
mobility. A huntergatherer group will obtain maximum foraging efficiency in such a
situation by aggregation at key residential sitessamding out foraging partiegKelly
1995: 120)Archaeologically, resource extraction sites may reflect similar or repetitive
site function due to many recurring visits through time (Brown 2011).

Kelly (1983) following Binford (1980) investigatd mobility strategiegurther
by focusing orhow they relate to the environmental resource structure. Kelty/fivee
different variables to measure dimensions of mobility, one example being the average
distance moved per residential mdielly 1995, Kelly 1983) The different dimensions
were analyzed in relation to the gross abundance and distribution of food, using effective
temperature () and primary biomass as thereasurements. Kelly demonsticte
several patterns between residential mobility and the envinuafesource structure.
One example is that there is a strong positive relationship between the average distance
moved per residential move and measures of ET, which in this case Kellg telate

seasonalityKelly 1983)

Informal models for understanding technological change

Many informal models have been developed to explain technological variability not only
in terms of lithics but all technology used by a foraging group when the changes
correspond with changes in the behavioral and/or environmemigixtoThe early
ethnographic studies by Binfoedethe foundation for much of the body of theory that

these models are based(@mott 1986) The models are developed with the goal to
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explaintechnologicathange that has been observed in the archaealagcordKelly

1992) What these models have in common is that either they deal with technological

organization and technological choices directly or they deal with concepts such as risk,

foraging strategies, and population size that all are poteritratlgd totechnological

organi zation and choices foragers make about

summarized above, resulted in studies of technological organization systems with focus

on different factors including optimization of technold@eed 1986)time stress

(Torrence 1983)amelioration of risiBamforth and Bleed 1997, Bousman 1993, Collard

et al. 2012, Collard et al. 2011, Torrence 198%hnological strategies associated with

settlement system{®&uhn 2004, 1991 )populationsie( Col | ar d, Buchanan, al

2013, Collard et al. 2013and curated and expedient technolo@Rzusman 1993,

Nelson 1991)Common for most of these studies following Binford is that they take a

cost/benefit or risk avoidance approach when tryingnigerstand technological

variability (Brown 2011) It is important to note that these concepts are likely all linked

and this needs to be taken into consideration. What follows is a discussion and summary

of the most important work relating to these coteemd technological organizatiand

|l draw on Browndos ( 2 6fihdsg wocksiimepapgdpates i ve r evi e
Early efforts focused on the concept of tisteess and the optimization of

technology (Torrence 1983, Bleed 1986). Torrefi@83)propo®d that technology used

for subsistence should vary according to two factors related to time stress: the severity

and the character of time stress. Scheduling of toolmaking with respect to the overall

requirement of the subsistence activity should infleeiechnological variability.

Binfordds embedded procurement, according to
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scheduled for tool making and maintenance is built into other activities. She further
proposed that the time available to accomplish taskdd&heunversely correlated with
the diversity and complexity in a tool assemblage because tools that are more specialized
perform tasks more efficiently. The presence of complex and modular tools may indicate
forward investment in the production of compdunols or modular tools, which
facilitated easy replacement of parts when time is at a mini(Buawn 2011) Using
this foundation, Torrencd983)ranked time stress encountered by ethnographic hunter
gatherers using ethnographic data from Os{l&73) Time stress was ranked according
to latitude and seasonality, which were used as a proxy for time stress. She found that as
latitude increases so do tool diversity and complexity (bottumberof components per
tool and per toolkit). She used this linealationship to propose that time stress and
scheduling conflict in higher latitudes where availability of resources are seasonally
controlled are at least partially responsible for the level of investment of technology
observed in the ethnographic déBsown 2011) A probl em wi th wusing O
study is that the concepts of tool diversity and complexity are both subjective. Diversity
is based on the number of subjectively identified tools, while tool complexity is based on
the number of subjectaly identified tool components. Thusalculationsof tool
diversity and complexity can be skewed depending on how many tool types or parts one
recognizes in a tool system.

Bleed(1986)took a different approach. He used principles of modern engineering
and ethnographic observations to predict the most efficient or optimal design of weapons
and tools within the forager versus collector framework created by Bi({f8it9) He

defined efficiency as the output of a technology divided by its cost. Bleedréed a
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di stinction between o6reliabled and Omaintain
always work when they areeedecand tend to be overbuilt to minimize failure and be
able to function well below their maximum capacity, which is facilitatetdving many
redundant components and typically havirgudt-in backup system. A specialist with a
toolkit designed to be able to handle all situations that can arise depaigsperforms
maintenance at scheduled events in advance of use. Reldieltegies are more likely
to be adopted by collectors since they have scheduled resource acquisition where food
resources need to be acquired in bulk during narrow and predictable time windows, and
that the predictable nature of the food resources alppedictable downtime for
scheduled maintenance of tools in advance of resource extré@tawn 2011) Bleed
contended that the Nunamiut that Binford studied used reliable technology particularly in
terms of maintenance of tools in advance of huntingedBiBted the observations of
periods of intensive equipment preparation prior to hunts, the carrying of multiple rifles
for caribou hunting, and repair kits with the possibility to fix a range of problems. An
issue with comparing the reliable technologpnae pt wi t h Bi nf ordds st uc
the Nunamiut used rifles, which is not comparable to weaponry used by Stone Age
huntergatherers.
Conversely, Omaintainabled tools are si mp
relatively fewer parts thareliable tools, and are created to be easily repaired or to be
easily repurposed for a different &eed 1986)Because the failure of one part results
in the failure of the whole tool, the repair kit is more specialized and incorporates spares
for pars that might be expected to fail. However, maintainable tools may still work when

compromised and can be easily adapted for another unanticipated use. Maintainable tools
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are typically repaired by the user as they break and not during scheduled events in
advance of subsistence activiti®own 2011) Bleed usedhe Kung and Yanomami
groups, considered to be foragers, as an example of fgattesrers that used
maintainable technology. Both groups use modb&sed hunting kits that are simple and
lightweight with no redundancy in design, and they carry repair kits with modular parts.
Although there is observed specialized tips among the Yanomama they have to be
repaired after each shot so they can be used again.

Based on this, Bleed 986)proposed that #hbest means for evaluating
efficiency indesignof hunting technology is to look athedulingof tool use and the cost
of failure. One could envision situations where both reliable and maintainable design
elements could be incorporated into a singleesysHowever, reliable systems are
typically very costly to build, maintain, and transport. This may be the case but not when
using rifles as the example as Bleed did with the Nunamiut. A rifle might be costly in
monetary terms but the forager does not liay@ocure all the different parts of the
weapon and manufacture it. The rifle comes readge.This needs to be kept in mind.
Nevertheless,aording to Bleed, when the cost of failure is high (e.g. failure to capture
prey can lead to starvation dudagk of alternative resources to extract), meaning that
the risk is high, the hunteyatherer should use reliable tools. On the other hand, when the
cost of failure is low (risk is low), the huntgatherer should rely on maintainable tools
because they arness costly to manufacture and transport. B(&886)contended, in
disagreement with Torrence, that latitude is not always a good predithar typeof
technology in the past because the Central Eskimi&it in terms of maintainability is

very simlar to the Kung and Yanomama. That is not to say that the Central Eskimo and
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the Kung had the same technology but that their technology was built on similar
principles of maintainability, and available opportunistic hunting opportunities. Further,
he poposed based on his observations that higd#rerers in the past would alter their
technology to reach an optimal solution in their environmental co(Beatvn 2011)

Torrence(1989)t ook Bl eedds reliable and maintain
proposed tat they should be treated as separate variables and not as a continuum. She
proposed that human mobility is not necessarily associateathoibeof technological
strategy but rather that technological strategy is more likely associated with tool use
frequency, prey mobility, and the temporal and spatial availability of prey. According to
Torrence, huntegatherers will invest in technology and will make a greater diversity of
tools when the risk of failure is high (if the forager risks going without fmehuse the
food resource will not be available for a considerable amount of time (e.g. seasonal
availability) then the risk of failing to extract such a resource is'hitle forager might
face starvation). Technology for hunting mobile prey is the wasiplex, while plant
gathering tools are the least complex because hgatherers that have broad diets are
under less stress and typically have plant foods in their dietshepdhvest less in
technology(Brown 2011) Additionally, Torrencepointed at that some of the most
complex tools, what Oswa|1973)calleduntended facilities for trapping and disabling
prey, are very seldom found in the archaeological record due to poor preservation. This is
a good pointHowever,preservation has most likeyso eroded away evidence for more
complex technology linked to plant or other edible organic food processing.

Others, however, contend that it is not the case that hgatieerers that have

broad diets are under less str@&oughton 1997, 1994, Brougin and Grayson 1993,
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Hawkes and OoBtaddrets fteflect h@edstels as the forager has to pursue
lower ranking prey items to maintain the caloric budget. A plausible effect of having to
pursue lower ranked prey due to decline in returns fighranked prey isnvestmenin
technology to be able to handle such gigyght, Ugan, and Hunsaker 2002, Knecht

1993, Kuhn and Stiner 2001, Ugan, Bright, and Rogers 2003)

Torrence(1989)made another important point by cautioning against viewing
tednological complexity as a linear trend in time. She pointed out several examples in
the more recent archaeological record where more formal tools have been replaced by
more expedient technologies made from lower quality materials. To her, risk and the
sewerity of loss condition the investment in technology. Risk and severity of loss can be
assessed by looking at the abundance of alternative resources, which according to her
wereplantresources. Torren@989)argued that risk arises whenever a hugtdnerer
group is dependent on mobile prey, which may only be available on a seasonal basis. She
divided tools into two classes: tools that are good at minimizing resource variation in
space, and tools that are good at coping with temporal variability.

Usingthat framework Torrenc@989)then proposed that when huntgatherers
wereselecting raw materials they would choose the least costly raw materials suited for
the intended task. An example of this is that maintainable tools may require materials that
are moreamenabldo recycling. Torrence argued that raw material choice is not
independent of tool use. She disagreed that raw material availéhilithndrefsky
1994)has an influence on selection, and she viewed the total technological system
includingraw material choice as a way to solve a probBamforth and Bleed (1997)

echoedhat view anccontendedhatthe raw material selection stage of stone tool
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technology was potentially very important because it could seatigefor what types of
tool-formsand flaking outcome that could be produddch mf or t h and Bl eedds
will be discussed further in a later part of this chapter when discussing the role and

importance of raw materials tachnologicabrganization.

In an effort to coalesce eatiwork by TorrenceBleedand others, Bousman
(1993)tried to unite foraging theory with the concept of technological organization. He
pointed out that patch and prey foraging models from optimal foraging theory do not
include the input of technology atight archaeologists need a uniform body of theory to
explain why past technologies changed. Because patch and prey foraging models
normally lack the input of technology, Bousm@®93)proposed that technology should
be included in the search and handliogts due to the need for tools when humans are
foraging. Based on this, Ipgoposedsimilarly to Torrence (1989) thadietbreadthshould
increase if technology costs are minimized and conversely should decrease when
technologies that are more expenske utilized. As noted above, this has been contested
by researchers using prefioice models drawn from Optimal Foraging The@nyg.
Broughton 1997, 19914, Broughton and Grayson

Further, Bousmafi1993)proposed that theesource structure of a given
environment should be characterized by abundance, temporal availabititgpatial
distribution of the resources. This created needed nuance to how archaedisgiss
the chaacteristics of resources in teavironment. lé proposed that the predictability of
food resources should be viewed in terms of constancy, which is when resources are
spatially and temporally stable all year round, and contingency, which is when resources

are predictable but only seasonally availaBleellfish are examples of food resources
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that have a degree of constancy, while seasonal fish runs have a degree of contingency.
This is an important point. Resources that have a low degree of both constancy and
contingency have low predictability.

Basedon ths way of characterizing resource structBoaisman predicted
expected technol ogi(l®&0)foragesstvdrseigcallsctolsor Bi nf or do
framework. Foagers were proposed to be timénimizersfavoring extending the use
life of extractivetechnobgy and work to reduce production and maintenance costs of the
repair kit. The forager pattern is associated with more spatially disbursed and less
predictable resources. Conversely, collectors spend more time investing and maintaining
extractive tools anthe associated repdit and are associated with a predictable
resource structur@rown 2011) Bousman proposed that depending on the resource
structure, the forager and collector patterns could alternate and coexist.

Similar to Torrence, Bousmgfh993)assessed risk based on the outcome of food
collection. However, he contended that costs and benefits of technology could be
manipulated in different ways. Bousman proposed that toolmakers have four primary
strategies to increase the efficiency in termgmé allocation and handling costs. 1) The
toolmakers can decrease the production time by making expedient tools, which are tools
defined by minimal alteration. If such an expedient strategy is planneéithenraw
materials need to be readily avaikalrl terms of abundance on the landscape or available
at prestocked caches of stone. 2) The toolmakers can increase the use life of the tools by
making maintainable tools as defined by BI€E@IB6) The life of such tools is extended
by repair or resharpéng. The costof raw material acquisition is reduced by maintaining

the tools. 3) Efficiency can be increased by creating reliable tools as defined by Bleed
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(1986) Whenthe riskof failure is high (meaning that failure to extract the particular
resourcdeads to the forager having to wait a long time to get a similar chance) and when
food resource packages are big and can be obtained in bulk then toolmakers should use
reliable tools. However, reliable tools are costly and require a lot of planning. 4) The
toolmakers can increase production volume to increase the efficiency of tools (e.g.
increase the amount of cutting edge produced per unit of stone). Technologies that are
more efficient can increase the yield of tools from a given amount of raw material.
Bousman proposed that this type of strategydsureaseaw material acquisition costs.

Building on the work of Bleed and Binford, Bousm@893)proposed that the
concept of curated tools should be subdivided into maintainable tools and reliable tools.
The characteristics of curated tools should include tools that are made and planned in
advance of use, tools that are transported maintained, flexible, reshaped, and tools that
are storedBrown 2011) He proposed a hypothetical triangle where maintainable,
reliable, and expedient technologies are the three corners but they do not necessarily
represent mutually exclusive strategies. There are two reasons for why the strategies are
not mutually exclusive: (1) stone types will greatly influence toollfise@nd curation
rates for all tools made regardless of strategy; (2) raw material availability, which
constrains what can be accessed to make tools regardless of strategy, is a function of
mobility range size and pattern, natural abundance, and potentiadlyiahakchange
(Bousman, 1993).

A different approach to looking at technological variability is to look at how the
mobility and foraging strategy affected the archaeological assemblages in terms of

diversity; whether tools were curated or used expediibn linked to specific
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mobility strategies. ShofiL986)following Binford (1980)conducteda gudy aimed at
technological organizain and mobility. He investigatete relationship between
assemblage diversity and relative mityi Shott (1986)usedartifact data and mobility
information from many ethnographically descrilfechtergatherer groups. He fourtldat
artifact diversity has an inverse relationship wahkidential mobilitywhere artifact
diversity decreases as mobility increag®isott 1986)

Parry and Kelly (1987) who focused on the relationship between the relative
abundance of formal and expedient stone tools in relation to mobility strategies and
huntergatherer sedentism presented a similar find8egentism is a term closely linked
to huntergatherer mobility, and many archaeologists tend to see sedentism as emerging
on a continuum of residentialobility and see sedentism as an important social and
behavioral threshol(Kelly 1992) Pary and Kelly(1987)demonstrated general trend
from formal tool use to expedient tool use relative to mobile and sedentary populations in
the NorthAmerican prehistory. They showd#tht, as huntegatherer groups became
more sedentary, their technological organization became more expedient, in which th
groups relied less on formal tools and conserving raw mat@datsy and Kelly 1987)

Kuhn (1991)following Parry & Kelly (1987) usedthe amounbf retouchon
stone tools, which Kuhn saw as a proxy for Hownal a tool technology was, to
investigatemobility when studying Italian Mousterian Middle Paleolithic assemblages.
Kuhn demonstrated positive relationship between short occupatiom spal high
frequency of retouch. Frequent moves with a residential mobility system put pressure on

curating magrials to prevent shortfallslowever, Kuhn(1991)alsoshowed thataw-

32



material availability, differential transport cdw material&nd tool functions allféected
stone tool variability, and thus the technological organization.

Riel-Salvatore and Bash (2004)proposech new methodology to study the
technological organization of huntgatherer groups in relation to their mobility
strategies. Using volumetric artifact density from excavations and the frequency of
retouched tools within a given lithisgemblagethey gauged tool assemblages resulted
from a residential or logistical mobility strate@yiel-Salvatore and Barton 2004)his
approach was different from past ones as it relied on palimpsests of assemblages to
understand technological vapility. Using palimpsests is important as it limits the
inherent variability of technological change or change in site use in the short term, which
both can be subject to taphonomic bias. Instead, a palimpsests approach gives a view of
the longterm techntogical adaptation and mobility strategy at a fgarton and Riel
Salvatore 2014)

To link assemblage compositiamd mobilitystrategythey usedhe concepts of
curated and expedient tools following Nelg@891) which articulated a clear difference
between curated and expedient lithic assemblages in the archaeological record. The two
concepts occupthe ends of a continuum of economic behavior where curated
assemblages are recognized by highly conservative wae/ohaterialsand a high
frequency ofetouch, and expedient assemblages resulting from a liberal tesg of
materialsand arelatively low frequency of retouc(Riel-Salvatore and Barton 2004)

Relying on a behavioral ecology theoretical framewolBi r d and O6 Connel | 2

Winterhalder and ®&ith 2000)and optimal use of tool utility under differenpiyility
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strategies, they aligeurated assemblages with residential mobility and expedient
assemblages with logistical mobilioyn a continuunfRiel-Salvatore and Barton 2004)
Overall, these infonal models created to gauge mobility in the archaeological
recordsharethe strength obeing easy to operationalibecause they are general in form
and thuseasyto apply to archaeological contexts. Although grounded in a behavioral
ecology theoreticdramework and concerned with optimization of currencies relative to
some constraint, these informal models are empirically built on ethnographical and other
archaeological data, which have helped endidle concepts operatioraaid testable.
Theseinformal models set the foundation for a betiederstanding alechnological

variability and organization and its connectiomrtobility and foraging strategies.

From informal to formal modeling

A problemwith most of these previous studisghat they developegropositions by
building verbal argumentsased on archaeological patterns and sometimes ethnographic
observationsandthentesed those patterns with interpretationsaofhaeological data
(Surovell 2009: 1Q0)The risk arising from this is that the chadf inference about

proposed human behavior in the archaeological record becomes circular if observed
archaeological patterns are tested against a model built on interpretations of
archaeological data. It is important to note that although some of trenalfmodels
werebuilt using ethnographic observations (e.g. Binford 1980, 1979, 1977, Shott 1986)
there is a lack of empirical tests using ethnographic data of either key assumptions or
predicted relationships in most of these cases. Futtiteemodelsare so generalized that

it can be unclear whether the predictions follow directly from implied goals, currencies,
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and constraintt Bi rd and OO6 Connel0neccrrBkcreatigyamdo vel | 20
applying a model that lacks a logical foundation due feeirfect or at least
unsubstantiated premises (Surovell, 2009: 2). It is worth noting however that all models
(formal or informal) began as informal ideas, concepts, and frameworks. Nevertheless,
Kelly (1995: 56)arguedii at pr esent , t bneofstonetaolsy 1 nter pr et e
assemblages as indicators of mobility are subjective, intuitive, and sometimes
contradictory. o

Some of the contradictions can arisem the datatself. Thereareseveral
problems and limitations in linkingspects ofechnologicabrganization such as
frequency of retouched toalecovered todagr raw material selectiowith past
ecological behaviors such as mobility and foraging strategesfirstset of problems
are caused by taphonomic processes starting with the discard bedfakieforagers
(Binford 1977) and then postlepositional processes acting on the assemblages
(Bernatchez 2010, Dibble et al. 1997, Enloe 2006, Kuman 1989, Lenoble and Bertran
2004, Lenoble, Bertran, and Lacrampe 2008, McPherron, Dibble, and Goldbérg 20
Oestmo et al. 2014, Schiffer 197and finally, the recovery methods of archaeologists
(Lombard 2008b, Marean et al. 200%hese three sets of problems are not exclusive to
informal models but also apply to formal models. Howeverphlemthat is nore
associated with informal modelstiee use of subjectively created artifatasses and
typologies One example is the model created by S{i®86)where artifact diversity
was found to be inversely correlated with mobility. The measure of artifaatsdy is
obviously subjective and depends on how many artifacstgpe has built into a

typological or classification system. When using typologies an archaeologist runs the risk
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of having automatic prior assumptions about what a technology shoultikeak what
it constitutes. This risks defining measures that ensure the outcome that is proposed.
Ideally, when drawing a hypothesis from operational variables that are subjectively
defined the hypothesis should be bledted.

A good example of coradictory resultss the use of the concept of curation to
investigate mobility strategidsy Binford (1977, 1973and Bamforth(1986) Binford
(1977: 35)proposedhat a greater reliance on curation was the optimal solution to the
problem of moving food tthe consumers because it increased tool efficiency in terms of
the work output relative to the investment in manufactu@igford 1977) Conversely,
Bamforth(1986)conteredthat rawmaterial availability is the ultimate conditioning
factor on stone td maintenance and recycling (retou¢Bamforth 1986: 40)Bamforth
(1986)found when testing his model against both ethnographicalraadpretation of
archaeological data that high rates of stone tool maintenance and reaysieig some
cases moressociated withoragingstrategiesas opposed to collecting strategies.

These differing results when using the same concept highlights a serious problem
with informal models. Binforénd Bamforthhad differentand implicit assumptions and
did not define aration specificallyAs noted above, Binford studied steel knives, rifles,
andsledsamong other things used by the Nunamiut, which of course have different use
lives compared to stone toolsh&ybothtested theipredicionsagainst archaeological
dataand some ethnographic observatiansg found their hypotheses to be supported
However, therareno direct systematic observations of any group making and using
stone tools where we also know mobility patterns and foraging strategies. dressta

risk of being right for the wrong reason since there is no reason to trust the validity of the
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theoretical modg|Surovell 2009: 11)Further,because many informal models do not
have explicit predictions that have to follow the assumpiitopstentially malesthe
models not logically valigSurovell 2009: 2)

Based on thighis study advocat®r the formalization of models that tries to
explain technological variation or aspectsesfhnologicabrganization. This study is far
from being the first to attept such an approach. Most of these models are grounded in
an Optimal Foraging Theory (OFT) model framework or in the broader overlaying
Behavioral Ecology (BE) theory. What follows is a review and summary of attempts to

formalize such models.

Optimal foraging theory (OFT) and its applications to archaeology

The study of how a huntgratheer group organizes technologywell suited to a®FT
framework(Charnov 1976, Charnov and Orians 1973, Krebs and Davies 1984, Maynard
Smith 1978, Stephens and Krel&8&)because decisions about raw material selection,
procurement, tool productigimcluding heatreatment)and use must be made at

virtually every stage of the process, and those decisions can be modeled as optimization
problems(Surovell 2009)Formalmodels from OFT is a subset of models from

Behavioral Ecology (BE), and are tools that can help a researcher formulate testable
hypotheses about potential fithestated tradeffs individuals could face in a given
socioecological context Bi r d amell2008)IrCother words, they offer a

framework for researchers to organize testable propositions about bgBandand

O 06 Co n n e lSpecifcd@ly Mmgdels from OFT are designed to test hypotheses about

individual behavior under a specified secohditions( Bi rd and O6 Connel
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A formal model is a model that is constructed mathemagidaililt from
equations, expressioragorithm or code Formal models have the advantage of having
explicit predictions that must derive from their assuomj making them logically valid
(Surovell 2009: 2)By nature, mathematical formal models entailsal relations that
have unambigugs predictiongSurovell 2009)Additionally, thebehavioral ecologgnd
OFT grounding and the mathematical construct khi@sult in more objective models
compared tawerbally constructethformal models.
It i s important to note that(Birddné fAmodel s
O6 Connel | .Inteadfi is the studt)orspecific assumptiodsor hypotheses
that the given model application require that will be tested. These assumptions or
hypotheses apply to the fithesdated goal of behavior, the decision variable that is
associated with achieving that goal, the traffe linked with the decision variablene
or more currencies used to evaluate the tfte and the constraints that define or limits
the agent 6s s(Biurad i amal Od €@ Nhenariesdeled?a®®d 6: 14 6)
series of dependent relationships, the assumptions (hypotheses) enedgedheher to
generate predictions about behavior under the given circumsfar@ésr d and OO0 Conne
2006 146). If there is a mismatch between predicted and archaeologically inferred
behavior it impliesieither that one or more of the specific hypothegesiagoals,
decision variables, traewfs, currencies, and constraints are wi@agd thus needs
reassessment, or it might imply thatthewhe | i t sel f ithe behaviorad ppr opr i a
guestion being addressed Bi r d and OO0 CoAddiienaly, a miéntatéh.canl 4 6 )

happen because instead of testing against direct observations of behavior the testing is
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against archaeologically inferred behavior where the inferences themselves are
potentially erroneous.

It is useful here to summarize the most vkelbown OFT model, the Prey Choice
Model (PCM)( Bi rd and OO6Connell 2006, EmlLen 1966,
Bi rd and (200& C4)givea lgdod summary of the PCM so | draw on their
summary below. The PCM makes a distinction between search agihigawhich are
two mutually exclusive aspects of foraging.
as including all activities associated with pursuit, capture or collection that happens after
whatever is targeted is encountered. A more useful defirof handling when applying
the PCM tonon-edibleresourcesuch as lithic raw materiais all the time required after
a resource is encountered and before the utility of a resource can be realized. It also
includes activities associated with preppihg prey for consumption. For this study, that
means the manufacturing part of stone tool production. The PCM is designed to address
whether a huntegatherer should handle the encountered prey or continue to search for
another prey that might give the hergatherer a better return relative to time spent
searching for, collecting, and processin@i r d and OJOIC loerablestd | 2006)
answer this questi onl4?) |Bated tthat thenPCM &6u@esrihate | | (20
the goal of the foraging activitg to maximize the rate of energy capture, which is the
currency. A more precise description is that the PCM assumes rate maximization of
nutrient capture but t to be able to operationalize the PCM the currency was simplified to
energy capture. The decisitireagentfaces is whether to handle a particular prey when
encountered or to move on to search for another prey that might yield areghesturn

ratg which isthe tradeff ( Bi r d and OJ4FGiher,the PGM opetat@dunder
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the constraintdiat the agent can estimate or knows the encounter cepostinter
return rate relative tthe handlingcostof all potential prey types. In addition, the agent
searches in a landscape where types of prey are mixed and the chance of encounter is
random réative to the abundance of the preytypeBi r d and Qd&d)donnel | 200
The PCM posits that if an agent wants to maximize foraging efficiency, the post
encounter profitability of a targeted item needs tddzpial to or greater than the
expected overbforaging net return, including searolzurther, the model predicts that
the prey that has the highest rank will always be taken when encountered, while prey
types that are less profitable are added to the diet in descending rank order until the on
encounter return from the prey type with the next lowestk falls below the expected
return from searching for and handling all resources of higher(rédBk r d and OO6 Conne
2006 147). All such resources that fall below will by definition decrease the average
return of the environment as a whole, which means thatitkidlybe bypassed
consistently in favor foa continuedearch for profitable prée( Bi rd and O6 Connel
2006 147). In addition, the PCM also predicts that the pastounter profitability of a
given prey type and the rate at which all highemked prey types are encountered
controls the inclusion of a given prey type rather than the abundance of a given prey type
orthe encounterraleBi rd and Qdd)onnel | 2006
There is evidence for thesasnption that living organisms are designed to be
optimizers(Alexander 1996, Krebs and Davi#884)because natural selection favors
behaviors that maximize fitness, rewarding optimization within a given environmental
context(Surovell 2009)However, itis important to note that (1) nothing is never

perfectly maximized, and (2) it is not always the case that an organism maximizes any
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specified currency other than fitness because of tradeoffs and realities of biological
mechanisms. Currencies and otherdfisrelated goals can conflict, which can lead to
inevitable tradeoffs. Neverthelesspamber of studies show that aspects of hunter
gatherer behavior can better understood in the contextagtimal foraging theory
(Hawkes, Hi | I, ainldl GbétCoanln.e 119 8179,8 2Hi IH and Ha
and Hawkes 1981, Smith 1991, Smith 1981, Winterhalder 18&ijever, whether the
concept of optimality behavior can be applied to hugtgherers has been debated and
critigued(Bishop 1983, Dawkins 2008pchim 1983, Keene 1983, Lee 1979, Sahlins
1976, Schrire 2009Yhose against argue that optimal foraging models treat cultural
factors as trivia(Bishop, 1983)and dehumanize the behavior of forag&shrire,
2009) or obscures the difference between the needs of an individual and the needs of the
society (Keene, 1983). Theare importantoncernsAnother concerrnthe assumption
that the forager has perfect knowledge about the enviraremelencounterateswith
prey items, which is intelinked with the concept of risk as it pertains to the effect of risk
on a foragerdos utility or fitn@Gmthl9QInd t hus o
Smith and Boyd 1990yill be discussed furer below Chapter 1).
Applications of OFT models to the archaeological record have focused on six
generalissues Bi rd and O6Connell 2006)
1) Diet breadth change among hurgetherers and the question of intensification
(e.g., Basgall 1987, Bayham 198eaton 1991b, Botkin 1980, Bouey 1987, Broughton
2004, 2002, 1999, 1997, 1994, Cannon 2000, E
1991, Glassow 199&lassowandWilcoxin 1988, Grayson 1991, Hildebrandt and Jones

1992, Jones and Richman 1995, Kennetb2B&nnett and Kennett 2000, Mannino and
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Thomas 2002, Nagaoka 2002, O6Connell, Jones,
1997, Raab and Larson 1997, Raab 1996, Raab et al. 1995, Raab 1992, Raab and Yatsko
1992, Perlman 1980, Porcasi, Jones, and Raab 200@sSL987, Stiner and Munro
2002, Stiner, Munro, and Surovell 2000, Stiner et al. 1999, Szuter and Bayham 1989,
Wolgemuth 1996, Yesner 1989)

2) The origins and diffusion of domestication of plants and ani(eals, Alvard
and Kuznar 2001, Diehl 1997, Damguez 2002, Foster 2003, Gremillion 2004, Hawkes
and O6Connell 1992, Keegan and Butler 1987,
2006, Layton, Foley, and Williams 1991, Piperno and Pearsall 1998, Redding 1988,
Russell 1988, Winterhalder and Goland 1987ight 1994)

3) Central place foraging.g.,Barlow and Metcalfe 1996, Bettinger, Mahli, and
McCarthy 1997, Bird et al. 2002, Cannon 2003, Elston and Zeanah 2002, Metcalfe and
Barl ow 1992, Lupo 2001, Lupo and S@mimsmitt 1909
and Pearson 1979, Zeanah 2004, 2000)

4) Colonization processes and competitive exclusion among kyattezrers
(e.g., Beaton 1991a, Bettinger and Baumhoff 1982, Keegan 1995, Keegan and Diamond
1987, Kennett, Anderson, and Winterhalder 2006, K&§9l Meltzer 2002)

5) Animal skeletal element transpsee Marean and Cleghorn 2003 and
references thereinand

6) Links between foraging and technology. Compared to the other issues such as
diet breadth and origins of domestication, links betweesging and technology have
receivedrelativelylittle attention( Bi r d and OGAGhougm aslstatedalfodes )

many early studies aechnologicabrganization and its link to foraging behavior used a
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BE framework they did not use formal models vaitplicitly stated goals, currencies,
decisions, tradeffs, and constraints Bi r d and O.0HGwewen applying2 0 0 6)
OFT to technological choices has several issues: 1) there is no theory to predict the suite
of alternative technologies that will agisinstead one can only evaluate alternative
technologieghat are known to exist; 2) Adaptation of technology is affected by cognitive
mechanisms other than just those that evaluate rate gain maximization. Such cognitive
mechanisms include social learnimggjudicegBandura 1977and signalingGurven et

al. 2009, Bird, Smith, and Bird 200tt)at can both affect which technologies are chosen
regardless of gain rates. 3) In addition, the evolution of cultural preferences in tandem
with functionally optimakechnologies sometimes requires cultural group selection

(Soltis, Boyd, and Richerson 1995, Henrich 2004)ese issueaseedto be taken into

account when applying an OFT framework to technological choices. Models derived
from the OFT or BE framework thhivefocused on links between foraging and

technology pertain to thidissertatiorand will be summarized and discussed in the

following section.

Formal models for understanding technological change

The formal models reviewed below can be divided into moader categories: 1)
analytical optimization models, 2) simulatibased models that utilize agévdsed

models or other computdased tools to understand technological or behavioral change.
In the first category, some of the models have investigat@stment irtechnologyor
focused on timeosts linked to technology as a part of the rate maximization equation.

These will be the focus of a summary and review below. Others have focused on why

43



certain core types such as Levallois core technology perass large spans of time
and spacéBrantingham and Kuhn 20019r when one should fieldrocess a stone
noduleinstead of bringing the wholeoduleback to a campsit@eck, Taylor, and Jones
2002, Metcalfe and Barlow 1992)dditionally, work by Supvell (2003, 2009has
focused on creating a behavioral ecology framework for lithic technology.

Surovell(2009, 2003)uilt on the previous formal models by Kufi®94)and
others(e.g. Brantingham and Kuhn 2001, Metcalfe and Barlow 1892)eatea wiole
suite of new formal models aimed at building a stronger foundation for lithic technology,
technological organization and mobility strategy studies in behavioral ecology. | will
review one of his maals here. Surove(RO09)calledi t t he fAMaean Per Capi
Occupation Spano anfadacdumulaion dhere the gisdodderives
archaeological measures of occupation span and reoccupation of sites using only
attributes of technological organizati@@urovell 2009: 58)Surovell(2009: 58)staed,

ABecause occupation span and the frequency o
measures of occupation by their very nature
measures of mobility can then be used as independent variables foretegamtion of

technological variability or technological organizati@urovell 2009: 58)

Surovell(2009: 68)definedt he concept of fAmean per capif
Athe average | engt h o2009s70)@guedpatitisngoe t e ocCccupan
useful than occupation span because it should be independent of the number of
occupations. Moreover, Surov€l009: 70)argued Al f t he archaeol ogi ca
as the product of individual agents operating in time and space, and the behavioral

phenomena we wish to study are the cumulative product of individuals, then the per
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capita measure should be a more accurate reflection of fhebycts of those
behaviors. o

Surovell(2009: 74)constructedhe model with two main variables; transported
andlocally acqured artifacts. The model assuntkat a forager arrives at a site with a
transported toolkit, and upaairival, the forager replenishes the toolkit to some optimum
size of artifacts with locally acquirgdw materialfSurovell 2009: 74)AIll things being
equal; the model predithat as occupation span is lengthened, artifacts acquired locally
will increasingly dominate archaeological assemblages. Bhasttermoccupation of a
site should equate toralativelyhigh proportion of transpatl artifacts, whildong-term
occupation of a site should equate telativelylow proportion ofnon-locally acquired
artifacts(Surovell 2009: 77)Because the size of a transported toolkit is limited (a forager
only has so much space to carry thingshfluences the discard rates of transported
artifacts into a site. Thus, the ratio of local to nonlocal raw materials represented by
transported and locally acquired tools should provide a proxy measure for mean
occupation span per site occupant (Sullp2609). Support for this proposition was
found with archaeological data from both North America and Australia.

A limitation with the occupation span models is that it relies on the proper
identification of local versus nelocal raw materials. Surovélls st udy cases
America and Australia involves distinct raw materials with wealbwn proveniences on
the landscape (Surovell, 2009). However, the distinction of what is local and what is non
local materials in the South African Middle Stone ANESA) record has been debated,
where the identification of silcrete being an exotic-tamral raw material features

prominently(Ambrose 2006, 2002, Ambrose and Lorenz 1990, Minichillo 200163
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original argument that silcrete was an exotic andlnoal material was based on the
observation of its rise in frequency during the Marine Isotope Stage (MIS5) to MIS4
transition, which was argued to indicate that foragers changed how they moved about the
landscapgéAmbrose and Lorenz 1990)
However, two differat studies have changed that perception. 1) Minichillo
(2006) argued that silcrete and other fgrained raw materials as observed in the Klasies
River record aréocal raw materids obtained from secondary sources, mainly cobble
beaches. This suggesthat these exotic raw materials could be obtained inexpensively
in terms oftime-cost(Minichillo, 2006). An outcome of thisasmore pressure to
conduct more detailed provenience studies of raw material to be able to discern which
raw materials are locahd which are not, and to highlight whether raw materials come
from primary sources or secondary sources. 2) In the second important study, Brown et
al. (2009) showed that silcrete at Pinnacle Point has beettréaizd. They showed that
the appearance oficrete asfingr ai ned and déexoticbd as obser v
record from PP is due to heatreatment. Prior to this finding, it had been hard to
source silcrete because the archaeological silcrete seldom looked like the silcrete found
on thelandscape. The finding that foragers heeaated silcrete showed that what
appeared as a firgrained nodocal raw material without any clear proveniences on the
landscape could instead be local silcrete that wasttesgied to improve the quality.
Conbined these two findings show that what constitute local andaoah raw
materials in the MSA record at Pinnacle Point, and potentially elsewhere is complex. The
fiMean Per Capita©c upati on Spano model appears to be

independetty at mobility in the archaeological record at Pinnacle Point but in the
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absence of proper identification of what constitutes local andauah rawmaterials,

this study will not attempt to utilize Surov

OFT-derived models

The following revew will focus on formal models that have investigated investment in
technology, or focused on the tirnests of technology as a part of tiaéemaximization
equation.

An early formal model dealing with technological organization and moimlity
the fird category s t he AMobil e Tool k(L9943 Bhemauel el cr eat e
explorediwo different technological tradeffs in the design of mobile toolkit$he
alternativetechnologicaktrategies have associated costs and benefits that can be
modeled wih respect to a currency and thus to define optimizing behg8arsvell
2009: 16) The two central questions asked by the m@dahn 1994: 426yvere that if
one assumes that mobile toolkits are designed to maximize durability, functionality, and
versatlity at the same time as minimizing weight, 1) should a group of foragers carry
cores (mostly unused mass of raw materials) or tools/tool blanks?; 2) should they
transport a few large tools or a number of small tools? KL884: 438)stated that the
maja assumption of his model is that when a forager is making tools for more or less
continuous transport the predominant concern is to maximize potential utility relative to
the cosbf transportMore specifically the model assus® currency of utility dided by
mass, and the goal of the model is to find the technological solution that maximizes this
guantity for a toolkitUtility is defined as the potgality to produce usable flakedges,

measurable relative to a minimum usable size for tools and (Quesvell 2009: 16)
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Kuhn (1994)derivedtwo predictions. First, mobile toolkits should contain tools or tool
blanks rather than cores because of more usable flake edge per unit mass. Secondly,
transported tool blanks should optimally be between 1.5 a@imte3bigger thartherr
minimum usable size. Thresultis based on the assumption that utilitpieportonal to
artifact length which in turn is assumed to be proportional to the potential for
resharpeningr renewalKuhn(1994: 439)id not test '8 model against ethnographical
or archaeological data butstateh at it i s fione potential avent
more fundament al ' i mitati oKehnashmwdewke $s$hand
today as perhaps the only model put forward that useggitit currency combined with
tradeoffs and timecost in an attempt to predict technological change. Because of the
inherent detail needed in testing Kuhnds mod
records because of a lack necessary resolutitre archaeological data.
Elston and Brantingharf2002)focused on microlithic technology and its role in
huntergatherer adaptive strategies by looking at tool design and risk. This is different
from previous studies, which have focused on originginelogical lineages, and
cultural history. They contrasted organic points that have microbladeswith simple
organic points and flaked stone points by outlining the general costs and benefits of the
different designs. In addition, by using thes@oremodel(a risk sensitivity modelthey
focused on the relative advantages of weslyggped and spijgebble microcores. Based
on ethnographic and archaeological data they found that bone and wooden points
equipped wittmicrobladesare significantly more exgnsive to manufactutbansimple
stone or organic points. However, in terms of risk of failure, gexformmuch better,

and the points with microbladesetsare much easier to repairo Elston and
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Brantinghanrisk of failure refers to the probabiligf shortfalls in finding and extracting
resourcesn a given environmenfhus under certain climatic and demographic
circumstancegnicrolithic technology should be preferred. Blade cores such as wedge
shaped and spipgebble also have tradgdfs, and Elton and Brantinghar(2002)
proposed that the most expensive forms shoulabbetedin highlatitude enwionments
despitetheir costs because they provide advantages in tool maintenance such as ease of
repair.They reviewed the role of microlithic technglpas a riskminimizing strategy
(strategy to minimize the risk of shortfalls in capture food resources) of arctic and sub
arctic large game hunters in Northern Asia. They proposed that microlithic technology
provided aid to provisioning efforts througmtpwinters with diminished food resources
thatwerehard to access. The use of microlithic technolegyimized therisk of failure
to capture sufficient resourcéshe role of microlithic technology as a rigkinimizing
strategy helped gpread in the Ntheast during the Late Upper Pleistoc@akston and
Brantingham 2002)

Uganand colleague&003)building on the work of Bright et a{2002)proposed
a technological investment model. In their model, intensification of technology is treated
as a serie of decisions. These decisions are related to how tools are used and how extra
time and energy used on technology has an effect on search and handling time for food
resources. They proposed that the costs associatetkulitfologicainvestment are as
important to consideasthe potential benefits. Further, they cautioned that diminishing
returns could result from continued investment in techno{oigyan, Bright, and Rogers
2003) The goal to be achieved in their model is to maximizenéteeturnrateof food

resources in the most efficient way possideown 2011) They proposed that there is a
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critical balance between time costs resulting from search and handling time cost and time

costs associated with improvement of technology. Further, they gaplost search and

handling and technological improvement are two mutually exclusive activities. Using

their model, they found that there is a positive relationship between technological

investment and amount of time spent handling a food resource. Irrgsthould

increasevith the amount of time spent in handling. The tradeoff is that the time spent on

investment reduces the time that can be spent seai¢igag, Bright, and Rogers 2003)

The study highlighted the potential conflict between time spemnproving technology

and the time needed to procure energy resourmsever, tool work can be done at

night, during periods of bad weather, during time spent waiting for people, or conditions

to change. Hence, if tool work is timed properly it doesh@oe to be conducted during

potential foraging time and thus the two activities are not mutually exclusive.
Further,Uganand colleague003)contend that the udde of an artifact affects

the time that mobile hunteyatherers would have availableftsage, and based on that

they proposed at least three ways that technological investment can manifest itself. The

huntergatherers can decide to invest in hgghality materials and construction that result

in artifacts with longer uskves. Alternativdy, the hunteigatherers can invest

expedientool manufacturend spend most of the time on maintenance to extend tool

uselife. The third strategy is to replace the entire tool on a regular (Bxrsxn 2011)

They contended that technological investrincost could be decreased by embedding the

cost in other activities such as embedding raw material procurement into daily foraging

movement. This is similar to my point above that tool work can be embedded with duties

performedn the evening and at night a campsite or performed when waiting out
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adverse weather conditions. However, if tool work is embedded in such a way the
optimal solutions arrived on by Ugan et al. (2003) will change.

Bettinger et al(2006)disagreed wittdgana n d ¢ o | (20@3eegplamasob
for how technological investment occurs and proposed an alternative model of
technological intensification. Because not all tquégorm the same task they cautioned
against using a single gain curve when comparing rag@oofirementunction. In their
model, they used points and lines to connect between different curve functions of gain
and manufacture time to be able to predict when a hgatéerer should switch to a
more expensive technologBrown 2011) Bettinger and colleagu€2006 asserted that
it would not make sense for a hungatherer to invest in a technology that yields a lower
netreturnrate than a cheaper technology. Thus, a htgdaterer should keep using an
inexpensive technology if a more expensive technology dmtegeld a highenetreturn
rate(Brown 2011) Their model also predicted that when diffusion or transmission of
ideas introduces a new technology that increasesehen rateshanthe existing
technologies if retained should revert to cheaper andeirdpsigngBettinger,
Winterhalder, and McElreath 2006)

A big issue with both Bettinger atdlg a stddges is that they both present very
little testing of their concepts using ethnographic data. Central assumptions have not been
grounded in observdakehaviors or experiments. Fexamplethe proposition that search
and handling and technological improvement are two mutually exclusive activities is
most likely wrong. That proposition could have been checked by comparing it to

ethrographically observedehavior.
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Mackay and MarvicKk2011)also considered technological tiree®sts when
applied to stone tool manufacture. They created a model where it is assumed that there is
a positive correlation between technological cost and improvement in resource.captur
The model showed, similar to ethnographic observations of the relationship between
subsistence risk and technological complexity, that the viability of technologies with
increased time costs is constrained by the resaalvandance across the landscapey
found that it is more likely that costly technologies should be pursued in landscapes with
fewer resources. This is because improvements that might arise from investing in costly
technologies are most likely going to be marginal whem#éteeturnis already high.

This result mirror earlier observations about the relationship between risk and
technological complexity (c.f. Bousman 1993, Torrence 1989).

However, increased investment in technology is not the only way to mitigate risk
related to fewerasources. Establishing and maintaining social networks providing
information among scattered social groups that can act as a safety net in situations of
resource scarcity is another way to mitigate (isthallon 2006) Additionally,
ethnographiobservatios suggesthat technology does not have to be complex and
costly to Iz able to survive in a resourpeor environment. Ethnographic observations
from the Western Centrdesertin Australig for exampleshow that the toolkit consisted
of three types ofaols: 1) multipurpose tools that were lightweight and easy to carry; 2)
appliances that can be left where they were used, and reused at a later time if needed; 3)
instant tools that are created on the spot using local raw materials and discarded

expedienty on the landscap@ould 1978, Gould, Koster, and Sontz 191tlis
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important to note here that nothing is known about the economies areturetrates
associated with a differetaolkit in this Australian example.

Mackay and MarvicK2011)comparedhe ethnographic observations and the
hypothetical models they created to archaeological changes in technological costs from
three late Pleistocene sit@iepkloof, Elands Bay Cave, and Klein Kliphui8ased on
their findings they proposed that while ttgsechnologies are generally pursued under
global glacial conditions, at the peak of glacial conditions theagesersiorno
technological systems with minimum c@stackay and Marwick 2011 Specifically,
they proposed that this most likely refleatswitch in the optimization goal from the
focus on gaining maximum resource-netiurn rates to instead focusing on maximizing
early resource acquisition and/or a focus on maximizing theeuof subsistence
encounters.

Howeverthe proposition that thers a reversaht the peak of glacial conditions is
not clearcut in South Africa. The argument hinges on that the evidence uncovered so far
is representative for the overall technology. It is possible and highly likely that with more
excavations the tecbfogy organization during the peak of glacial and in interglacial
periods will reflect more complex and thus costly technology. Evidence from Sibudu in
the Eastern Cape shows that in the moderate interglacial MIS3 there is no simple reversal
to a less coBt technology but instead increased variability in technol@pnard and
Will 2015, Will, Bader, and Conard 2014dditionally, the assumption that glacial
conditionsduring the MSAIn South Africapresents the forager with fewer resources is

also potenally wrong.
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One pressing problem with the models reviewed above is that they treat
technology as a single monolithic entity. Most technologies consist of several
components made up of several types of materials, which all require separate actions to
acqure and process. By concocting technology into one entity of costs and benefits one
risks washing out what parts of the technology are costly to procure and manufacture and
which ones are not. To obtain a better estimate of the cost of technology ortklsbkul
at the currency and cost of single raw materials needed in the technology. Once a web of
cost and benefits for each raw material is obtained then oreoarinethese to
calculate the full cost of technology that can be used to understand banefdssts of
technology infood-gettingactivities. By looking at raw materials needed for a particular
technology individually one will get a clearer picture of which parts were more important

in the overall technological organization.

Formal simulatiormodels

Brantingham(2003)challengé the argument that changes in stone tool raw material
frequencies in archaeological assemblages can be considered a reliable proxy for hunter
gatherer adaptive variabiliffFéblotAugustins 1993, Kuhn 1995, Mellars 1996

further challenged the traditional explanations that changes in raw material usage
frequenciess due tomobility and procurement strategies thatvaoy with
climate/environmental chang@mbrose and Lorenz 1990, Binford and Stone 1985,

Kuhn 2004) selection of certain raw materials for their physical propefBezun et al.

2009, Gould and Saggers 1985, Minichillo 2Q@Bnges in demograplig¢lark 1980)

the preference for appearance or céfkerman, Fullagar, and van Gijn 20@2endon
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1999, Sout 2002) symbolic valugWurz 1999) and stylgClose 2002)Brantingham
(2003)presented aeutral modelsing agerbased computational simulation. He
showed that his neutral model can explain most patterning observed in raw material use.

In the neutal model,one forager with a mobile toolkit of fixed capacity is
randomly placed on the environment. At each time step, the forager moves to one of the
nearest eight neighboring cells or stays in the present cell, with equal probability (=1/9).
Ateachtme step, a yxed amount of raw materi al
frequency in the mobile toolkit. If a raw material source is encountered, the toolkit is re
provisioned up to its maximum capacity before moving again at random. If no raw
materialsource is encountered, the forager moves immediately at random. Simulations
are run until 200 unique raw material sources are encountered, or the edge of the
simulation world is reachg@estmo, Janssen, and Marean 20T&g model is
replicated in Netlogby (Janssen and Oestmo 2013)

Brantingham(2003)presented three important results. 1) The raw material
richness in an assemblage should always beahesshe availableange of raw materials
on the landscape. 2) The model predicted that the mibilat of a forager should
mostly consist of raw materials that can be encountered in close proximity to the site. 3)
Raw materials from distant sources should be minimally repres@raatingham
2003) Brantingham(2003 506) assertedhat in order to dmonstrate the deliberate
selection of raw materials, patterning must be shown to be different from the results of
the neutral model, which provides a baseline for comparison where archaeologists can be

certain thatn observed raw material pattésmot the result of strategic selection
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However, a problem with Brantinghamés model
not what is being discarded and observable in an assemblage.

Pop (2015) contested that Bramedionghamds n
identify archaeological patterns because it can only simulate processes that govern toolkit
composition and these processes differ substantially from the processes that influences
di scard r ecor ds stgdyarghaeoldyifalsties assemhblagésane 0 s
demonstrated to not offan adequatproxy for the average composition of ancient
forager toolkits. He pointed out that richness of assemblage is by itself a poor predictor of
site occupation histonAdditionally, Pop showed tharactiee of calculating
archaeological raw material frequersidem distances to sources is flawed. An issue
with Popds study is that because site occupa
interpretationusing one to predict the other is not a valid t€sé only way this would
be a valid test, | propose, is to base the relationship on etiptogally observed
populations.

Neverthel ss, Popbs (2015) work is import a
His revised modegbredicedthat 1) raw materials from any given sourcehould always
occur in similar quantities at archaeological sites with similar access costs, and it should
happen regardless directionof accessMajor deviation in the archaeological record
from thisexpectatiorcan only be explaineoy behaviors affecting mobility patterns. 2)

The most heavily utilized (meaning curated or retouched) raw material will be from
relativelyisolated sources. Deviation from this pattern suggests avoidance of that raw
material source. 3) Because thera sharpdecline in raw material abundance with

increasing distance w&ource large sites will onlyform ator very near to raw material
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sources. Deviation from thexpectations only explainable by behaviors resulting from
biased, nomandom movement. Ahe probability of observing a given number of raw
material types in an archaeological assemblage depends on the distance between
assemblage and source, and the distance between the source and neighboring sources.
Deviation frommodeledfrequencies is indative of behaviors that resulted in targeted
procurement or avoidance of particular raw material types. 5) Maximum transfer
distances and the ratio of maximurmtediantranspordistances that have been
observed in an assemblage should be smaller undditions of low source densities
compared to conditions where source densities are higher. Deviation from these
expectationgan indicate mobility patterns that are biased, or it may reflect factors such
as lithic recycling. 6) The number of unique rawtengls should be low under
conditions of low source densities. Deviation reflects preference or avoidance of certain
raw materials. Given these predictions Pop (2015) argued that a requirement to accurate
interpretation of the model output is higésoluton raw material sourcing data. The
research presented in this study attempts to &plya n t i magdora wadk spproach
to a real landscape with higbsolution data on soce locatios and ext ent s.
predictionwill be tested when appropriatelow inChapter 12

Following up on his early wori003) Brantinghan{2006)addressed the
problem of being able to translate patterns of archaeological raw métsgiz¢nciesnto
guantitative characteristics of forager mobilitie pointed out that is a challenging
problem because forager mobility is interlinked withuenberof potential variables
including raw material quality and abundance, individual movement and technological

decisions, which makes it hard to analyze mobility independehbsétvariablesHe
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proposed a formal model of forager mobility that is based on akwelWn stochastic
process from biology called the Lévy wgBrantingham 2006, Shlesinger, Zaslavsky,
and Klafter 1993, Viswanathan et al. 20023vy walks are based @simple equation

that states that the probability of a move of a certain length (L) is commanded by a
negative poweltaw with properties defined by an exponent (u). Moves of length L are
straightline paths between two stops along a single route. Foratppg can be
finterpreted as turning points along a continuous path that represents a single foraging
bout, temporary camps or resting spots for spegxigbose activity grougsduring

logistical forays, or residential camps used by hugé&therers using residential

mobility strategy(Brantingham 2006: 437Thus, the Lévy walk processes can represent
both daily foraging bouts and residential moves that the forager group rhéigsvalk

is generated from the powkaw distribution when forager movestiveen two points in
incremental steps corresponding to a minimum possible step, which is also called the
characteristic step length. However, the probability distribution can also generate Lévy
flights, which are instances of the forager jumping instamasig between two points

that are separated by distancéBrantingham 2006)

From a forager perspective, the Lévy walk allows the forager to detect foraging
targets at the end point of Lévy paths or at intermediate steps between them. Conversely,
the Léw flight allows the forager to only detect targets at the end of individual flights.
Short distance moves tend to be most common as the density of the probability
distribution is concemated around lower values of L, while ledgtance movesccur
with finite probability(Brantingham 2006: 43438). He pointed out thatisdies of a

diverse set of organisms such as dinoflagellates, honey bees, albatross, deer, and howler
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monkeys have shown thiévy walks describe the empirical frequencgtdbution of
move lengths for these organisifi@artumeus et al. 2003, Boyer et al. 2004, Ramos
Fernandez et al. 2004, Viswanathan et al. 1999, Viswanathan et al. B88&)se of this
Brantingham(2006)proposed based on a theoretical and empirical basis that ones@an al
expect that the movement of human foragers can be structured similarly. Specifically,
Brantingham(2006)asserted that this model, in combination with neutral assumptions
about raw material procurement and (Beintingham 2003)could be used to recave
detailed quantified information aboottganizatiorof mobility from raw material
transporidistance and provide potential currencies for comparative studies of mobility
strategies. The results of his formal modeling are consistent with informal models
presented in the past that have suggested that greater mean and maximum stone transport
distances reflect increased planndepthand greater optimization of mobility and risk
sensitivity(Brantingham 2006) Br ant i nghamoés f or maint model wa
ethnographic observations by Raichlen e{2014)that show that the movemepattern
of Hadza foragers (both sexes) approximate a Levy walk.

Brantingham(2006)notedthat his model does not imply that hurgetherers
calculated probabilities to sicture their mobility. The rationale behind modeling hunter
gatherer mobility as a Lévy process, he contendtelinked to how one brings
individuals and food resources together at the same time and place, which is a
fundamental ecological problem facegldil organismgCashdan 1992, Potts 1988,
Stephens and Krebs 1988Yhen studying noinuman organisms some ecologists
favored the assumption that foragers do not have any prior knowledge about the resource

distribution across the landscap@swanathan eal. 2002, Viswanathan et al. 1998hd
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argued that the organisms have evolved behaviors that approximate a Lévy random
search because these behaviors offer an optimal solution to finding heterogeneously
distributed resources (i.e. patct{rantingham 206). Based on this Brantingham
proposed that it is not unreasonable to expect that hgatkerers would deploy a Lévy
search strategy when entering new environments for which they did not have any prior
informationabout the resource structukldowever,once information was gathered about
the environmenthenrandomsearch would no longer be necessary. Brantingham (2006
450) pointed out that a Lévy search strategy can provide an adequate explanation of
huntergatherer mobility for those cases when forageve moved to neanvironments
because we lack information about why hwgatherers moved to certain locations at
different distances, which is a function of the lack of scale discernible from the
archaeological recordHowever, one issue an archaepst faces is that it is very
challenging, if not impossiblép pinpoint in the archaeological record at what point a
foraging group first moved into a new @émnment and at which point the foragéed
enough knowledge about their surroundings to stapgurandom searcfihe
implementation of the Levy walk is beyond the scope of the study presented here but will
be the focus of a future study.

Barton and RieBalvatorg2014)conducted ageriased modeling to simulate
how lithic assemblagdsrm. Theypointed out that studying formation processes is
important as they are the key link between the materials being studied and the behavior
that archaeologists want to understéiBdrton and RieBalvatore 2014)They focused
on four variables that can affetie formation of lithic assemblages, and systematically

evaluate the individual and combined effect of the length of stay at sites, distribution of
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raw materials, differences in site activities, and movement patterns on assemblages over
different time inérvals. Barton and Rialvatore found that when you increase the
access to raw materials you decrease the frequency of retouched lithics. On the other
hand, tasks that require more use of lithics results in assemblages with a higher frequency
of retouchd lithics. Further, Barton and Ri8lalvatorg2014)found that the length of
stay under any mobility strategy has an effectr@ndensityof lithic accumulation, while
it has little effect on the composition of an assemblage. Similarly, they found that
mobility patterns have a limited effect on the composition of an assemblage. However,
when they coupled mobility pattern with place provisioning or individual provisioning,
which are associated with logistical and residential mobility strategies respegkiuéh
2004) they found that it has a significant effect on the compositions of assemblages.
Another important finding was that lithic palimpsests resulting from multiple occupations
might providebetter information about huntgatherer ecology and adapility than
assemblages that have resulted from single or few occupé8arten and Riel
Salvatore 2014)

Theycontendedhat the model experiments support their interpretgiamton et
al. 2011, RielSalvatore, Popescu, and Barton 2008, B&lvabre and Barton 2004hat
the relationship between retouched artifact frequency and density is a robust proxy for
huntergatherer landise strategies. The pattern should be most apparent for
archaeological sites that have alternating occupations betwe8n(lolistical mobility
strategy) base camps and RMS (residential mobility strategy) residential camps. They

argued that place provisioning that usually goes along with logistical mobility drives the
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distinctive patterns observed in lithic assemblages agleued at localities that have
periodically acted as LMS base canfBarton and RieBalvatore 2014)

Their modeling predicted the quantitative signature for localities that served
exclusively as RMS residential camps and/or LMS resource extraction basgxson
the composition of the assemblage. This signature is a positive relationship between
retouched frequency and artifact density, which is the opposite of localities that have
been useds LMSbase camps and RMS residential camps on an alternaisig(Barton
and RietSalvatore 2014)

It is important to note that Barton and R&dlvatore utilized retouch frequencies
reported from European Middle and Upper Paleolithic assemblages. The retouch
frequencies from South African MSA assemblages arévelalow (e.g. Brown, 2011,
Singer and Wymer, 1981). No study has explicitly compared the amount of retouch
frequency between the Middle Paleolithic and Middle Stone Age assemblages but the
relative lack of retouch in the MSA record is curious and wisnanore research. It could
be that access to raw materials was so prevalent due to either abundance or lack of
competitions because of low population numbers that it let the foragers be more
expedient overall with raw materials. Because of this, BartolR&leds al vat or eds mod:
might not be as useful for MSA records as it will likely suggest that most MSA
assemblages are duehtave beemised as LMS base camps and RMS residential camps
on an alternating basis. However, the simulation predictions theynpedsgill be
contrasted against the Pinnacle Point record in conjunction with the discasdion
synthesi®f model results ilChapter 12 The predictions are: 1h¢reasen access to raw

materialsdecreasethe frequency of retouched lithics; 29ks tlat require more use of
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lithics results in assemblages with a higliequency of retouched lithics; 3rigth of
stayregardless of mobility strate@ffects the density of lithic accumulation but at the
same timehas little effect on th composition of aassemblage; 4) obility patterns have
a limited effect ontte composition of an assemblage; 5) whebility patternis coupled
with place provisioning or individual provisionirighas significant effect on assemblage

composition (Barton and Ri8alvatoe, 2014).

Issues with formal models

Because the formal models have such explicitly stated assumptions, currencies,
constraints, and goals, they are increasingly harder to operationalize and apply to the
archaeological record. Metcalfe and Barl@®92: $2)argued hat testing their
processing model 6 would be very hard to do r
estimate®f different parameters dfieir model at a level of precisiamlikely to ever be
available in the archaeological record. K{hf94)did nottest his model either.
However, as Surove{R009)showed it is possibled test formal models and firsipport
for them by carefully selecting proxy measures of currencies and constraints to test the
models.However, these proxies need tovagified by ethnographic observations.

However, Surovel(2009: 20)arguedthat because there is a reliance on proxy
measures of currencies and constraints to test formal models in lithic technology,
uncertainties will start to compound that could mdleeformal mathematical models
lose their formality because it cannot be demonstrated that the assumptions have been

met. This, of coursgis a problem but the utility of formal models are not that they are
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easily operationalized and tested, which theynatebut that they have a sound logical
foundation(Surovell 2009: 2Q)

Conversely, an advantage with comptiiased simulation models is that, if
model assumptions about human behavior and environmental context that are based on
direct ethnographic anchgsical, observations respectfully are used, they allow for the
investigation of human behavioral variation. This is because one can simulate long time
periods, and variables associated with human behavior and/or environmental context can
be changed one #te time. This is important because lithic technology is largely an
extinct technology, and direct observations of the accumulation of lithic assemblages
over similartimeframescomparable to those observed in the archaeological racerd
not achievabl¢Barton and RielSalvatore, 2014).

The lastpointto consider when using a mathematical view of the world is that
mathematical models are simple views of the complex world, where assumptions are
often simplified(Surovell 2009: 21)However, as Winterhaddl and Smith{1992: 1314)

put it fAsi myninded. Bimplermodels @ae amecksesary, not temporary or

primitive st age o fThissameeadtionigdes for simdatioa mad@gsme nt .

By starting simple and by investigating the intercone@oess of the variables one can
potentially get a better understanding of what the causal factors are. These causal factors
can be verified with ethnographic observations creating a causal model for behavioral
changeandthen that model can be appliedie archaeological record. Once the simple
causal model is understood it is possible to build more complex models with more

variables.
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The preceding review of informal and formal models to understand technological
organization systentsas highlighted that you are choosing a model to investigate
mobility strategies and want to apply it to a given archaeological assemblage you have a
dilemma.On one sideinformal models offer you the ease of operationalizing and
applicability tothe archaeologicakcord,howevertheycan be potentiallylogical
because predictions do not follow ambiguous assumptions. On the other side, formal
models offer you a logical foundation with explicit predictions following assumptions,
however, they are very hard to operatiam@band apply to the archaeological record
because their explicitly stated currencies, assumptions, constraints, and goals would
require estimates of at a level of resolution unlikely ever to be available in the
archaeological record.

Although there are ndels presented above that are hard to test with

archaeological data or ethnographic observations potentially making them scientifically

|l ess valid, there are, however (Linsome model

McPherron, and Dibble 2015, Dibble ¢t2005)and Bart onds r et ouch
(Barton 1991}hat are specified for archaeological materials. The cortex model has been
experimentally tested and verified several times and has been found to be a robust
method(Douglass and Holdaway 2011, iglass et al. 2008, Holdaway et al. 2008,
Douglass 2010, Lin et al. 2010, Parker 201 )addition, the successful application of

the method to multiple different assemblafgsldaway, Douglass, and Fanning 2013,
Douglass 2010, Douglass et al. 2008, bhtd et al. 2014, Holdaway, Wendrich, and
Phillipps 2010, Dibble et al. 2012, Brown 2011, Phillipps 2GL@)gest that the

differences in cortex composition among lithic assemblages can provide an objective and
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guantitative way of comparing prehistorianations in movement and technolddyn,
McPherron, and Dibble 2015)

The importantakeawayfrom the discussion on formal models is that a model that
only deals with living people and the calories that they expend with no consideration of
the materiatecord they produce and discard is poorly specified for the archaeological
record regardless of whether it is expressed as a narrative (informal model), computer
algorithm (e.g. ageritased model simulation) or as an equation. Put another way, for a
modelto be useful for the archaeologist the model needs to produce explicit outcomes or
expectations that are testable by direct comparison to the archaeologcdl Tdus
dissertation takes such an approach and presents two formal models that produce

outcones that can be tested by comparison to the archaeological record.

Raw material selection

Of the formal models reviewed above, only Brantingham (2006, 2003) and Pop (2015)
explicitly proposé processes for why raw materials change in the archaeologioatirec
However, several informal models have been proposed for why raw materials change. In
the following sections, | review and summarize research that has focused on the role and
importance of raw materials the technologicabrganization of foragers. En | move to
discuss why raw materials are selected starting with the concept of quality and how it can
be quantified by using mechanical tests. This is followed by a review of other hypotheses
for why raw materials are selected and thus potentially wihynraterial frequencies

change in archaeological records. At &mel,| organize the different models that been
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proposed for why raw materials change into a framework subdivided into two broader

cat egor iNenpreferentdbasedc hanged arttaéPdetbrneged.

The role and importance of raw materials in technological organization

Following the Oldowana wide range of environmental and climatic contetise-
periordsand & c ul t uhaelyielded agpdtterh of changidg use, ardsanf
coarsegrained and fingrained stone tool raw materigésg., Andrefsky 1994, Bamforth
1990, BarYosef 1991, Braun et al. 2009, Clark 1980, GoldiNeuman and Hovers
2012, Jelinek 1991, Kuhn 2004, 1994pwever the explanatioffior this variation and
the significance o$tone raw materials in the technological organization of foragers
heavily debatedGenerally, the arguments can be divided into two ca®qsie argue
that raw materials are directly procur@buld 1985, Gould and Saggers 19§®hars
for their physical properties linked to functional ne@dackay 2008, Minichillo 2006,
Stout 2002) or symbolic(Clendon 1999, Gould, Koster, and Sontz 1971, Wurz 1999)
and stylistic need&lose 2002, Mackay 2011, Sackett 1986, 198Rg other angment

is that raw materials are acquired duramgembedded and encourb@sedorocurement
strategy(Binford and Stone 1985, Binford 1979here the changing frequencies are
either due to changes in the mobility strategy affecting the foraging rangé\sibeose
and Lorenz 1990, Kuhn 2004, 1991, McCall 206i7¢hanges in the natural availability
of raw materials on the landscaBrantingham 2003, Brown 2011, Volman 1981)
Changes in raw material usage frequencies have also been hypothesized tallie linke
changes in demograpli@€lark 1980)and trade and exchan@&kerman, Fullagar, and

van Gijn 2002, Deacon 1989, Torrence 1986, Wurz 199@)ilar possibilities need to
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be kept in mind when investigating raw material seleciioth why raw material
frequencies change in the archaeological record

The direct procurement versus embedded procurement is a useful heuristic
framework to contrast raw material selection behavior but it is useful to note that, for
examplethe Australian record shows that the tdsely scenario for a raw material
selection strategy is a mix of both direct and embedded procurement in addition to trade
and exchang@kerman 2007, Akerman, Fullagar, and van Gijn 20&Xamples from
the Australian record show that special stonesidisr circumcisiorweremostly directly
procured using special task groups or traded for, while other stone was procured while
moving for other purposg§ould 1978)

Bi nf ¢1880,4%79)models particularly his proposition that raw material
procuremehalways should be embedded with other resource extrationtieswere
not always well received. The ensuing debate between Bi(Banébrd and Stone
1985:1)and GouldGould 1985, Gould and Saggers 1985, Sackett 1i898&)led the
Ari ght ecebsatredc k SGodu (19B5)amnt Smdggeértshat Bi nfor d
and encountebased procurement strategy model is inflexible, and they pointed to
Goul dés ethnographic observations in additio
clear evidence oficect procurement of lithic raw materials. Using the localities of James
Creek East and West, Gould and Sag@E985)conducted experiments showing that
nontlocal materials that were selected for adze production were superior for
woodworking compared t@tal materials. Conversely, they found that at James Creek
West, the local materials were suitable for specific purposes and thus the preferential

selection of those materials is reflected in the archaeological sequence. Gould and
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S a g g (@983 main argunent was that factors other than an encododsed strategy

can explain raw material preference at certain localities. However, they did agree with
Binford that many examples of exotic or Rlmeal stone materials can be explained by
embedded procurement.

Foll owing the &érighteous (1998)mdusedakthat e 6, B a
role of raw material selection in the technological organization of hgatberers. They
proposed that the stage that includes the selection and procurement of rawsnaterial
critical because it sets the range of possibilities for how a hgatberer produces tools
and how the tools can later be used. They pointed out that once raw materials are
acquired, it can be used to produce the most complex flaked stone taolsaarady a
skilled knapper. They used a conceptual framework based on riskexpdtentiatost
of failure of the tool, and they balance the decisions made by kyattezrers regarding
procurementproduction,and us€Brown 2011) Bamforth and Bleedrgued that the cost
of failure can be high or low in each of these different decisions. Hgatkerers should
avoid technological strategies where the cost of failure is unacceptably high, which
should lead to the selection of strategies that minimeikgé. However, the strategy of
minimizing risk to find food resources at the expense of greater mean return rates is not
part of any empirically supported model in foraging thg@&mwpwn 2011) When
considering the concept of risk, they argued thatithble stone is not available when
needed it can result in the failure of tool production scheduling, which in turn can result
in the canceling of the intended activity. An important thing to note is that cost and risk
of canceling the intended activityrthe compared directly to efficiency and procurement

costs and benefits. Canceling the intended activity is just a part of the overall income
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equation. Further, special efforts to procure stone could be costly and interfere with other
activities. Howeverhuntergatherers may need to bear these costs in situations where
high failure rates linked to production requires access to large amounts of raw materials
and increased efforts in procuremé@amforth and Bleed 1997)

To define how ethnographic groupsnageisk they used the number of tools as
the proxy for technological diversity, andmberof tool parts as the proxy for
technological complexitgBamforth and Bleed 199.7They found, similar to Torrence
(1983)that in higher latitudes the risk arfeetcost of failurencreasebecause there is a
general lack of alternative food sources. They posited that if alternative food sources are
taken into account when hunigatherers are targeting mobile prey, then increasing
latitude results in greater toatkliversity but not necessarily toolkit complexity. A
critical thing to note again concerning Bamf
(1983) studies is that tool classes are potentially subjective in nature, and the same is true

for tool parts. This aaskew the calculation of complexity.

Distancedecay models

Two aspects that can affect the role and importance of raw materials in the technological
organization is the availability of raw materials and the distanseurce(Andrefsky Jr

1994, Goodyeat989, Kuhn 1991)How distance to source affects technological

variability is best understood by using the distadeeay concegBlumenschine et al.

2008) The concept holds that raw materials from-faoal, distant sources, or that are
costly to obtan will be represented in lower frequenc{&enfrew 1969)show more

evidence of conservatidBamforth 1990, Neeley and Barton 1994¢ found in smaller
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sizes(Ambrose 2002)and be in a more finished form compared to local materials
(Géneste 1985)

Se\eral studies have been presented thavergons of distanedecay models
and the madthe casedr the importance of geograplsetting and distance to source in
interpreting assemblage variability.g. Géneste 1985, Féblatigustins 1997, Bamforth
1986, Andrefsky 1994)Iin an early study that supports the distatieeayconcept
Génesteg(1985)examined Middle Paleolithic (MP) assemblages from sites in the Perigord
region of France. He demonstrated that local raw materials were mostly represented by
all phases of reduction, while néocal materials were mostly represented as finished and
discarded tools. Based on this he argued that the makers of the Mousterian technology
had a dual strategy of provisioning places and provisioning individuals. Péeges
campsites, home bases, central plasese provisioned with local raw materials that
were used more expediently, while individuals were provisioned with curated and
maintained tools made on ntotal raw material§Géneste 1985)

FollowingG e n e study, 8tadies by Bamforth (1986) and Andrefsky (1994)
and FeblotAugustins (1997) presented more data supporting the distioes
argument. In a classic study, Andrefg&@94)focused on the availability of raw
materials and how it determines the teabgical organization of hunteyatherers and
the resulting lithic technology. Andrefsky hypothesized that it was the relative abundance
of raw materials on the landscape and quality of the available raw materials that
determined whether an archaeolog&ssemblage would be formal or informal in nature.
He argued against using settlement system as a factor explaining changes between formal

(curated) and informal (expedient) tool use. He defined raw material quality in terms of
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flakeability, which can be fither defined as the suitability of a stone to facilitate the
production of formal tools that require craftsmanship. The problem with formal tools is
that it is a subjective designation based on a given typology. In the South African MSA
record, there arfew formal tools compared to unretouched and expediently flaked tools.
Nevertheless, the MSA record suggests flaieability was a preferred quality driving

the selection of raw materiglBrown et al. 2009, Mackay 20Q8jtone raw materials

that are fire-grained usually meet that definitigBrown 2011)

Andrefsky(1994)used three archaeological examples from the western United
States that showcase both sedentary and mobile site occupations. He showed that raw
material availability and abundance, amd settlement system are the most important
factors determining assemblage composition. Andrefs894)showed that when the
huntergatherer faced a situation where raw materials regardless of quality were locally
abundant then they made the majorityhe tools on local materials, although formal
tools were made more commomth high-quality materials. Conversely, when the
huntergatherers faced a situation where local materials were scarce and of relatively
lower quality they used the local materiedanake expedient tools, while the majority of
the tools were imported as formal tools madeonlocal materials. These formal tools
were conserved, maintained;giearpened, and used again for a variety of tasks
(Andrefsky1994) The important point madby the work by Andrefsky and others is that
availability of raw materials and the intended tool use both need to be considered as
important factors alongside mobility and time stress when discussing technological

variability.
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However, several studiesveargued that constraints on raw material availability
do not explain technological variabilifg.g.Kuhn 2004, 1991, Milliken 1998Kuhn
(1991)investigated the intensity of lithic reduction at two Mousterian sites in Italy called
Guat t ar iAugastinmh Atdethsitegthere was evidence for the use of small flint
pebbles, which limited the size of debitage and the use of the Levallois reduction
technique. While the Guattar.i site has unwor
Augostinodoes notKuhn put forward a hypothesis that the decision to reuse or
economize stone material relates to the cost of raw material acquisition. To test his
hypothesis, Kuhn used indices of core simxjuencyof tools with multiple edges, ratios
of retouched to uetouched tools, and scraper reduction to estithaténtensityof core
reduction and tool maintenandée archaeological record @uattari showed the
expected pattern of greater intep®f core reduction but tools where not reduced as
intensely Basedn this hecontendedhat the intensity of core reduction is associated
with raw material availability but not tooéductionand that the differential conservation
ofnonl ocal déexoticd raw mat e rstraedyand extendeador e | i ke
tool use than with the cost of raw material acquisition. Kuhn then proposed that sites that
are occupied for longer durations are more amenable to lowering costs by stockpiling raw
materials using embedded procurement. According to Ki®@1),this would esult in a
more expedient use of ndocal material than can be expected from a simple distance
decay mode{Brown 2011)

Following up on his earlier paper, Kuf2004)focused on provisioning strategies
to explain chages in raw material use in the Upfaleolithicsite off cge z | € i.n Tur k e

He found that there is a continuity of raw matesiaectionthroughout the sequence.
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Change is visible in the steady increase of the use of flint from secondary to primary
sources and the increased transfer distances that occurnetthevgthift from episodic to

more intensive occupation of the cave at 12 ka. Scrapers made freocabmaterials

from distant sources that are found in the layers that reflect intensive occupation, actually
are less reduced than scrapers that are wraldeal materials that are found in layers
reflecting less intensive occupatiofiis result is similar to his findings in a MP context
that limited support for the distandecay premise.

Using the record from ¢g € z Kuén outlined three potential provisioning
strategies that the huntgatherers may have designed to overcome supply constraints. In
the firststrategythe individual is provisioned with finished transportable formal tools.
This strategy is apppriate for huntegatherers that have a mobility system with frequent
moves, which requires the population to keep weight at a mini(Kufmn 1994) In the
second strategy, it is the location that is provisioned. If higatrerers make more
frequent usef a cave or if they are more sedentary it makes more sense to keep lithic
raw materials in ready supply. In the third strategy, K{#@©4)described the
provisioning of unplanned activities. In tlagategymaterials are provisioned for tools
that aremade as needed. Further, Kuhn showed that the occupdntsj & zolved time
changed their provisioning strategy from focusing on provisioning individuals when the
site was occupied less intensively to provisioning the site when the site was more
intensively occupied. According to Kuhn this shift in provisioning strategy would allow
fewer restrictions on conserving raw materials leading to a more expedient use of
scrapers. Conclusively, Ku{@004)asserted that changesraw material economy

should corrspond with changes in settlement system and provisioning strategies. This
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argument has been supported by simulation work done by Barton argidRiatore
(2014) that showed, using agdrgised modeling, that assemblage composition is strongly
affected by mbility strategy in conjunction witplaceor individual provisioning.

An important lesson from the studies in support for and against the distaceg
concept is that we should be investigating multiple variables within a larger settlement
system instad of just looking at single conditioners of technology such as raw material
availability, time stress, risk, or mobility systéMilliken 1998)

The preceding discussion highlights arguments for or against whether raw
material abundance and distancedorcehave an effect otechnologicabrganization of
a huntergatherer, in turn affecting the composition of an archaeological assemblage.
However, the discussion does not highlight why hugtgherers select a raw material,

and thus potentially why ramaterial frequencies change in the archaeological record.

Raw material quality

Archaeologists and modekmappers most often cite quality as a key feature that drives
raw material selectio(Brantingham et al. 2000Knappers today usually emphasize
replicating formal tools and not producing tools needed for their own fitness or survival;
this has led to a bias towards the eadtaking being considered the most important raw
material qualityBrown 2011, Luedtke 1992, Magne 200%)milarly, achaeolog st 0 s
definition of raw material quality has been based on stone grai{Gelyear 1989)
andease of shaping and reducti@ndrefsky 1994)Goodyeal(1989)used stone grain

size to define quality. The advantage of using-fir@ned raw materials acabng to

Goodyear is that it provides a reliable isotropic fracture and increases the control over
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core reduction. Goodyeét989)argued that fingrained stones can be reduced with
minimal undesired breakage due to the plasticity of the material. Angr@f384)

similar to Goodyear, defined quality based on how easily a stone material can be shaped
and retouched. To him, firgrained materials provide the knapper with greater control

over the reduction process compared to cegramed materials, whicare more difficult

to shape. It has also been proposed that the size of the raw material package may play a
part in the consideration of raw material quality as the nodule size or configuration of the
raw material may constrain the technological approadauote reductiofBrantingham et

al. 2000, Hiscock et al. 2009, Kuhn 1991)

Ethnographic observations have also highlighted how quality was defined by
traditional people with knowledge of stone tool making. In an early account, Nelson
(1916)noted that Ish a Yahi Californian Native American, favored glass when making
bifacial projectile points because of its superior workability. He(@i867)observed the
Dugum Dani of the West New Guinea highlands anddibtat they prefer harder black
stone ovesofta speckled stone when making ground stone axes and adze heads.
However, they do not provide any names for their raw materials for what archaeologists
would classify as different types of raw materials. Binford @@ C o n(1084)wiile
observing Alywararool makers in the Australian Central Desert noted that the Alywaran
men look for purity of color and smooth texture when selecting stone raw materials. They
del i berately select and prepare materials to
found at thesurface as they consider that material to be rotten and thus will not fracture

properly. To find good materials, they not only investigated the flaking properties of the
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guartzite materials in the quarry area by striking off largeflestsbut also cosidered
previouslyknappedwvaste productéBinford and O'Connell 1984)

Stout(2002)summarized ethnographic observations of how Irian Jaya adze
makers in Indonesia select and describe raw materials. Among timeatawals the
Irian Jaya usaremetamophosed basalt and andesitic basalt, which they quarry during
several days in groups led by expert craftsmen. The prospective raw material source
cobbles and boulders are evaluated according to crystalline structure, grain size, and
internal flaws. The quay group breaks up the boulders using large hammerstones and
sometimes by fire, which is a process that can take al{Stayt 2002) As the quarry
groupcreatescores and flake blanks they are shared, whileeatya ge ( 6r oughed o1
adzes are stockpdeand wrapped in leaves and carried back to the village. Ultimately,
the adzes are finished by a groupkioyppingand grinding at the village. Although the
Irian Jaya have a complex vocabulary to describe and teach the adze production process,
including how to identify the desired properties of potential nodules prior to core
preparation, they do not have formal names for the raw materials. This suggested that the
classification of the raw materials is less important than the act of identifying the physica
and aesthetic properties of the raw mate(i@tsut 2002)

In a more recent ethnographic study, Artf2010)studied how Ethiopian Konso
women make scrapers from stone and glaskiétgworking. Traditionally, the Konso
women preferred chalcedony, wh they had to travel a distance of 25 kilometers to
acquire. They preferred chalcedony because it was homogeneous and easy to flake. They
avoided stone that fell apart easily and broke into small pieces. After the 1970s

chalcedony was partly replaced ¢hass and local quartz and quartz crystal.
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In summary, the ethnographic observations suggest that the tool makers
considered quality with respect to both flaking properties and the suitability to the
intended task (Brown 2011). The tool makers knew hodghtabout fundamental
differences that can occur in the manufacture and performance quality of raw materials.
However, preferences associated with-finmctional stone properties were only
understood after mechanical properties were evaluated. Theydueits considered
being important to archaeologists and modern knappers such as homogeneity, fracture
predictability, and edge durabiligregrounded in fracture mechanics the(@@ptterell
and Kamminga 1992, Erdogan 2000hese traits can be quareiinactualistic
experiments and standardized laboratory tests (Brown 2Bddwyn (2011) provided a
comprehensive review of the methods used to characterize lithic raw materials and | will

draw on his review below.

Mechanical testing of lithic stone gperties

Brown (2011) pointed out thagsearchers have several variables to test when it comes to
evaluating and comparing the physical properties of stone raw materials. These include
stone hardness, toughness, abrasion resistance, unifalagycity, and stiffness
(Domanski, Webb, and Boland 199Goodman (1944) used stone hardness and
toughness in an early groubdeaking study where she mechanically tested lithic stone
properties. She identified two major hurdles a researcher faces when warjiragtidy

the fracture properties of a raw material. The first hurdle is that archaeologists and
geologists often do not identify and describe stone in a similar way. Second, when a

researcher wants to attempt to test raw materials to rank them accorgmgsical
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properties these tests should be constructed so that they mimic conditions of human
flaking and tool use. Goodman addressed the observation that prehistorie hunter
gatherers and ethnographically observed hegedinerers did not always selecg ttaw
material that was the easiest to flake. She argued that when describing the range of
properties that could be desirable to prehistoric toolmakers a researcherestabwgden
variety of variables. To that effect, Goodman used raw material demaitiness,
toughness, and resiliency to rank flint, obsidian, quartzite, fossilized wootlfand

Hardness, toughness, abrasion resistance, uniformity, elasticity, and stiffness all
evaluate a material 6s resistamgsancei® appl i ed
given in units of poundiorce per square inch (PSI) or in megapasddRd). However,
the manner ofhe directionalityof the applied force simulates different aspects of how a
tool is manufactured or uséBrown 2011) A problem with theseests is that they
generally show the variability within similar lithologies and might only be useful for
statistical comparison on a regional basis or across single loc@liiedtke 1992)In a
study comparinghertfrom volcanic and sedimentary omg, Domanski and colleagues
(1994)found that the mechanical properties can vary greatly (Brown 2011).

However, the homogeneity, grain size, and isotropism of a sample also control
mechanical propertig€otterell and Kamminga 1992)Vhat these variabldsave in
common is that they are used in uniformity studigsntingham et al. 2000, Braun et al.
2009, Domanski, Webb, and Boland 1994, Domanski and Webb t#92eek to
guantify the frequency or the encounter rate of flaws in a given mass of Btomen
2011) Two early examples of such uniformity studies are by Domanski (@984)that

ranked stone raw materials by the number of samples that fail during preparation, and
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Brantingham and colleagu€2000)that ranked raw material quality by tabutativisible
flaws and crystal impurities to calculate an impurity encounter rate.
However, two tests that are better at tracKlageability (the ease of which a
stone can be fractured) are the fracture toughness and rebound hardné3snestski
and Webb 1992) Domanski et al[Domanski, Webb, and Boland 19%tated that
fracture toughness is the resistance of a material to fracture propagation. To test
toughness a researcher notches one end of a core shaped like a cylinder and then apply
and simultapously measure the force required to pull apart the notched side and
completely fracture the core. Lower values indicate that it is relatively easy to initiate
fracturesin the stone, and they are approached in glass or obsidian (Brown 2011).
Sevillano(1997) showed that published fracture toughness values for quartzites
generally ranges between 21 MPam™? which is on average higher thelnertvalues

that ranges between 1128 MPam*?

(Sevillano 1997)untreatedkilcrete that ranges
between 2.2.5MPamY?(Domanski, Webb, and Boland 1994kattreated silcrete that
ranges between 1148 MPam*? (Domanski, Webb, and Boland 1994hd quartz that
ranges between 031 MPam®? (Atkinson 1984) This study follows Brown (2011) in
arguing that abamentioned values provide a good relative scale of flaking quality for
materials found in the Mossel Bay region. What the values above indredibat
untreated silcrete may overlap in flaking quality with quartzite. However, the flaking
quality of heattreated silcrete is close thert(Brown 2011). A caveat is that heat
treated silcrete also overlaps with quartz.

Reboundhardness, on the other harglan estimate of the resistance of a raw

material to strain or deformation. Hardness is usually measisiag a Schmidt hammer
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(Goudie 2006)Hardness is heavily influenced by hbamogeneousr pure a stone is,
which means that it represents a measure of fracture predictéBibiyn et al. 2009)
Noll (2000)argued that stone raw materials with highedraund values are stiffer, which
makes them fracture easier and predictéBhaun et al. 2009)n an important study,
Braun and colleagu€2009)found that rebound hardness correlates with other measures
of hardness and elasticity but do not seem teetate well with abrasionesistance.
Raw material stiffness, an important variable for evaluating the performance of
bl ade manufacture, can al s o(Ddmanskm@/ebb,ande d usi n
Boland 1994) Youngo06s Modul us materialistoeefornfatomw r esi st a
when a compressive load is gradually increased to the point of material failure by
calculating stress curvéBomanski, Webb, and Boland 199@reater material stiffness
is reflected in high valea e¥Yo uwnfg dYso uMhogddusl uveo dau |
researcher divides the amount of the compressive load required to fracture the raw
material by the crossectional area of the sample cdb®manski, Webb, and Boland
1994) It has been found that heatatment of certain lithologiesish as chert and
silcrete can increase the overall stiffness of the raw material, which results in an
increasedlakeability (Brown et al. 2009, Domanski, Webb, and Boland 1994, Domanski
and Webb 1992, Webb and Domanski 2008)
Fracture toughness, reboumca r dness, and Youngdés Modul us
on material associated with taolnufacturdut they do not test what the strain on the
material is during use. The Los Anglgahraman and Fener 200a)d Taber Abrasion
(Braun et al. 2009%ests are twonethods available to test the abrasion resistance of a

material. In both methods, blocks of material are subjected to controlled amounts of
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abrasive force. A researcher then measures the percentage of lost material resulting from
the tests. Nol{2000)nated that less resistant materials yield greater percentage values.
The demonstration by Braun and colleag{Z&09)that abrasion resistance and rebound
hardness@ not always correlated is very important. It suggests that when hunter
gatherers select ramaterials they might have to choose between increfedeshbility
(high rebound hardness) and increased durability (low percentage of material loss).
Brown (2011)contendedhat on average quartzite is more difficult flake
compared to other raw matdsauch as silcrete, chert, and quartz. This assertion is
supported by other studies that argued that coarse granular raw materials such as quartzite
are less desirable for the production of small blades because they are increasingly
susceptible to stepdcture terminations and limits the potential for reshaping and retouch
(Kuhn 1989, Webb and Domanski 2008jven the result by Braun and colleagues
(2009) that abrasion resistant and rebound hardness is not necessarily correlated, the
higher fractue toudiness values of quartziteight point to advantages in using it (Brown
2011).A correlationbetween critical strain, meaning wheaastrophidracture occurs
fromstrain fracture toughness, Youngds Modul us,
demonstrate@cCormick 1985) Materials thahavebeen shown to have high fracture
toughness values atmlver overalY oungdés Modul us values wil/l h
more weatresistant because edge toughness @nesastance) increases with critical
strain, whichiscorleat ed wi th fracture t (Buwgh20ld)ss and Y.
Further, edge toughness is also positively correlated with edge angle adereasm
the edge angleatute) decreases edge toughn@geCormick and Almond 1990)n

sum, edge toughnegstrength) is an advantage that quartzite has over otheigiiagred

82



raw materials such as hdatated silcrete, chert, and quartz. However, edge strength is

not the same as edge sharpness, which is dependent on the grain size of the material

(Brown 201). The finergrained materials, which are more brittle and less resistant to

strain induced fracture have the sharpest edges (McCormick and Almond, 1990). Heat

treatment of silcrete should thus reduce edge toughness but create sharper and more

brittle edges(Crabtree 1967, Wilke, Flenniken, and Ozbun 198gause of the

decreased fracture toughne¢Beauchanpam Purdyncr eas e
1986, Brown et al. 2009, Domanski, Webb, and Boland 19%d)le 1 summarizes the

different raw materiagualities that have been highlighted to be attractive qualities when

selecting a raw material and which physical measurements that account for those

qualities.

Table 1.Raw material properties by physical measurements

Physical Measurements
= 1%
[ (0] ]
92 © ., 5 ., 2 k=2 N
2R’3% 29 59| 328|837 SE | m e
g u>=2 g C c 050 | 9>3 o m -2 =
S <3S = o< 8oL |83 7] o2 g
L O wno L 5 le)) aD |Quns S5 0 S o
cE 0o 5 o S cCcog |oc9vo S o © <
5< 0= 23 c O cxXT |£2= ¥ o )
20 C [ o - — - C —_ ()
I 2E - = b5 2 =
I9 n T 73} - (I
Raw Material Properties
- b d e
Easy to Flake (Flakeability) X X X
c f
More Durable X X
h
Increased Edge Sharpness X
Increased Edge Toughness/Wear- a g
Resistance X X

a b(Brown 2011); ¢ (Braun et al. 2009, Sevillano 1997); d (Noll 2000); e (Brown et al. 2009, Domanski,
Webb, and Boland 1994, Domanski and Webb 1992, Webb and Domanski 2008); f (Braun et al. 2009, Noll
2000); g (McCormick and Almond 1990); h (McCormick and Almond, 1990)

Given these qualities, edge strength (toughness), edge sharpness, overall
durability, andflakeability, quartzite and hedteated silcreteffer two different choices.

One choice is to select quartzite, which would give you improved edge strength but at the
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cost of decreasethkeability. Jones (1979) and Noll (2000) noted a more duratge e

on ESA hand axes made on quartzite. On the other, if silcrete is selected anelatedt
then you gairflakeability and edge sharpness, potentially at the cost of decreased edge
strength(Brown 2011)

In summaryjt strengthens the results of thechanical testing that ethnographic
observations also suggesttategioor deliberate selection of raw materials for physical
properties. However, it is important to note ttieg concept of stone qualityssibjective
and depends upon th@ended use ohte tool(Brown 2011) However, researchers can
rank materials based on mechanical properties such as hardness, elasticity, and edge
durability (Braun et al. 2009, Domanski, Webb, and Boland 1994, Noll 2003 type
of ranking will be useful for predictg the materials that should be selected for different
tasks (Brown 2011). However, the range of materials in the local environment and the

local knowledge of source locations will limit the raw material selectivity (Brown 2011).

Other factors influencingaw material selection and frequency

Although raw materials sometimes are selected by an individual for specific qualities
linked to mechanical properties and are procured either during direct or embedded
procurement, other factors such as such as sty(Glose 2002, Mackay 2011, Sackett
1986, 1982pr symbolic needfClendon 1999, Gould, Koster, and Sontz 1971, Wurz
1999)might influence why some raw materials are selected over others, thus potentially
change raw material frequencies in archaeologexrds. Additionally, others factors
linked to whole populations or groups over longer time scales such as demographic

changgClark 1980)and trade and/or exchan@&kerman, Fullagar, and van Gijn 2002,
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Torrence 1986ijnight also explain why raw materiasage frequencies change in the
archaeological record.

In the first group of alternative factors, Gould et(a871)observed that the
aborigines under study tend to place aesthetic valwhenwith different colors and
texture. Aborigines from Warbum prefer whitechert while the Nyatunyatjara and
northern Ngatatjara prefer yellowish quartzites and creamy yellow chert. Gould and
colleagueg1971)noted that these preferences appears not to be driven by the actual
working qualities of the different aterials but instead is a reflection of the close
6totemicdb tie each man has to the region
from. Further, they noted that a mi@elsa sense of kinship to these localities and value
them as a part of themselvgould, Koster, and Sontz 197 Bccording to Gould et al.
the raw materials are not sacred but they observe that the materials are carried over long
distances by their owners. Similarlyheographic observatiorsy Clendon(1999)
showedthat shiny angamitranslucenstone was chosedor the production of some stone
toolsin order to imbue them with aesthetic value and to derive magic and curative
powers from that valuelr'he observations of Gould and colleagues@iethdonsuggest
that huntergatherers soetimes choose raw materials that have symbolic value to them.
However, questions remain about how frequent raw materials are subject to direct
selection based on style, totemic ties, or color; how frequent are they in an assemblage?
These are very hard gstions to answer and will be crucial to address in future studies.
For example, one needs to come up with a way to quantify what are potentially semi

precious stones in an assemblage.
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Close(2002)investigated the size and shape of backextobladedrom North
African assemblages dating to the late upper Paleolithic(ZBI92)found that when
selecting raw materials for making backattrobladeghat the distance the source and
the type of raw material did not have a profound effect on the size apd ehthe tools.
The research by Clog2002)suggested to her that among these groups the cultural
constraints on the size and shape of tool s a
interactions suggests that the main driver behind raw materiatisaléor the lack of
raw materi al preference) was style preferenc
arguments are all inferred from archaeological data. It is not clear how Close was able to
infer 6face to faceb6 group interactions.
In the othelgroup of alternative factors, which are linked to whole groups of
people over longer time scales, Akerman e28l02)contended that the selection of raw
materials to make Kimberly points in Australia was driven by trade and exchange of the
points themdeges. They noted that Aborigines that they observed did not pay any regard
to real or perceived physical capabilities of the raw materials that they used to make
points. That is, they did not select the raw materials for edge strength or edge durability
for example. Insteademitranslucerdnd shiny stones were selected so that some of the
Kimberly points could be of value in trade and exchange with other groups. This
ethnographic observation suggests that the trade and exchange of raw materials can have
an effect on archaeological raw material frequencies.
Clark (1980)argued that the change from one raw material to another in
archaeological sequences in Africa might be due to changes in demography. He used the

raw material frequency data from both Soaitid North African LSA and MSA sites to
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argue that the changing raw material preference is due to the replacement of
technological tradition at the sites, and not perhaps an evolution of a single developing
tradition.

In summary, all these factors, eitti@ked to individual selection of raw materials
or population or groupvide behaviors, need to be taken into account when discussing

why archaeological raw material frequencies change.

Models for why raw materials change

Given the multiple hypotheses ambdels that have been proposed to explain why

forager select certain raw materials and why raw material frequencies change in the

archaeological record it is here useful to create a systematic framework that highlights

how the different factors can charipe raw material frequencies. Bro@p99)

presented a useful model framework that categorized the different models in this respect.

Brown (1999: 57)ivided the models inta nEndounter BaseBr ocur ement 06 model

category and a A De Hel dategorg Bath sésobncodet categeries 06 mo

had two v ar iEacounter BasaBcrho.c uTrheemefint 6 model <catego

ANatural Availabili-tiyokeadoiaati amtd, awidobdas i

Procurement o model icat e@orianttadnal RASYiRlomict i ¢
Below | build on and modiwbimpoBanto wn 6s f r ame

change. 1) The t wo mai n model cNartpeefgrencdbasess ar e r enanm

changed antiaédPdetbmnegeé. Thrteeinclgsiomoécause it

other hypotheses proposed about raw material change and selectamelinkéed to

whole populations or groups of people over longer {&p&ns and not just individual
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actions2) T h &lon@referencebasecc hange dé modeletheeavaagior y i ncl u
call ed 6Natur al -laivrak ¢ dad,i tlaaporthbdifeN/@dindp i | i t y
costsd, whil-taddader oOHPared ednduwlastbred variardastcaledo r y

ouUt il it afrdmmntdi,ovadNlothh, and .6Social | earning/ Cu

Non preferencebasedchange

I n this model cat egor $1999)fkincountéyBased si mi | ar t o
Procurement 0 model category, raw material <c¢h
result of the availability of raw materials that are encountereithe landscape either due

to availability of new sources or changes in mobility system that result in the forager

encountering new sources of raw materials. This model category can be viewed as an
example of Oembedded pr oc(W97% The foragerwhen pr op o s €
moving about the landscape acquires raw materials opportunistically. However, a third

variant can also be envisioned and that is the introduction of new transport abilities,

which can change the carrying costs.

Natural availability

I n t he 6 Nat uvariartcha@ngea in €énaironmenitat apdéclimatic conditions
with accompanying natural processesultin the alternating exposure and ccugr of
potential raw materials sources on the landscape, which influences theiktyadébaw
materials. Howevegrosionof raw material sources without replacement can also affect
the availability of sources. In thisariant,the frequency of raw materials in the

archaeological record is due to abundance and availability of sourtles surrounding
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landscape. Thus, changesaimhaeologicataw materiafrequendes are due to changes
in the natural availabilitnd abundace of raw material sources on the landsdagde

Andrefsky 1994Brown 2011 Volman 1981).

Mobility-linked

Int he second var Hamtk ecdaol,| eadr cfhMwoeboil loigtiyc a | raw
are linked to the foraging range size, foraging pattern, and frequency of residential moves
of foragers. When foraging range size increases it can change the type citeaialm

that are encountered. Conversely, as foraging range size decreases it can limit the
availability of some resources because some sources would be rarely visited. Thus, raw
material availability cevaries with changes in human mobility strategidsari@es to

foraging pattern to included new areas, while precluding old ones can also change the
type of raw material that are encountered. Additionally, the changes in the frequency of
residential moves can alter the type of raw materials that are eneslatnew

residential sites can be situated more frequently close to new raw material sources. Thus,
in this variant, raw material frequencies in the archaeological reaordedue to

foraging range ge and pattern dhe frequency of residential movdisfollows thenthat

change irarchaeological raw material frequencaasresultfrom changes in foraging

range sizepattern,or frequency of residential moves (c.f. Ambrose and Lorenz 1990,

Kuhn 2004, 1991McCall 2007, McCall and Thomas 2012).
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New transportabilities/Carrying costs

In this variant archaeological raw material frequencies are linked to changes in the
transport abilities or the carrying costs of a group. The introduction of technologies such
as bags, baskets, sleds, watercrafts@ute of horses can lower the cost of carrying or
transporting rawnaterials in turn,affecting what is transported back to and discarded at
the site. Archaeological raw material frequencies are due tbthiy to transport raw
materials thais possesedby a forager grouprhus, when changes in trangpor

abilities/carrying cost occur changes the archaeological raw material frequencies.

Preferencébased change

| n t he @bParseefde rcehnacnege 6 model category, it is
archaelogical raw material frequencies can be due to three different possibilities: 1)
Changes in the strategic selection of raw materials that takes advantage of raw material
gualities for a specific functional or utilitarian purpose; 2) Changes in the salécte to
symbolic properties ohte raw materials3) Changes in social learning or cultural aspects
performed by the group in the form of traditions of tool procurement and use or trade and
exchange of materials,

The selection for symbolic value seemingoes not belong to this model. The
guestion whethesymbolicvalue is something that is deliberately selected is linked to the
debate about function versus culture. This debate was most famously undertaken by
Binford (1966, 1973pnd Borde¢1970)inthe 196 06s and 700s. However
examples from Australia shows that raw materials were directly procured for qualities

linked to symbolic valuée.g. Clendon 1999) T h e r eNomfunetionabh emadd e |
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variant pr esentbasedchang etbh emoddperl e fcearteengcoer y s houl
strategy that targets a raw material for a specific quality regardless of whether that quality

is linked to function/utility or symbolic value.

Utilitarian

Il n the oOoUtilitariano6 v awnatenalsthatardusedtohangi ng p
create tools results from the changing functional/utilitarian requirements of the
technological strategy that is employed (Géuld 1985, Gould and Saggers 1985,

Mackay 2008). When selecting a raw material for a utilitariznpg@se the forager can

exploit new resource making new tools with new requirements and use the tools in new
ways. Conversely, the forager can also exploit old resources making new tools with new
requirements and use the tools in new ways. Different rawrrakst present the forager

with tradeoffs (e.g. abundance of raw mateflakeability, edge sharpness, edge

toughness). By strategically selecting a raw material for a utilitarian purpose the forager
also faces costs linked to travel asghrchprocurenent, and manufacturing. Depending

on the utility (e.gflakeability, edge strength, edge sharpness) that is being sought, the
forager selects whatever raw material has the lowest cost in terms of search, procurement,
manufacture, and use given the climatienvironmental contexthus, the raw material

with the higheshetreturnrate of utility is selected. In this variant, archaeological raw
material frequencies are due to the strategic selection of the raw material with the highest
netreturnrate of he soughtfter utility. Changes in the archaeological frequencies are

due to changes in threetreturnrates of raw materials, which can be affected by the

environmental and/or behavadicontext of the forager (c.f. Mackay 2008).
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Non-functional

| n tdnéuncfiohbdb v ari ant, the selection of raw mat

proportions of raw materials reflect changes in the symbolic needs of the tool maker. The
symbolicvalue of the final product is determined by raw material selection. In this
variant,archaeological raw materials frequencies change because of changes in the

symbolic value of raw materials (cGlendon 1999¢Gould et al. 1971, Wurz 1999)

Social learningCulture
In this variant, raw material frequencies are linked to endogendusdly transmitted
preference or horizontal transmission of preference introduced from outside. Changes to
the traditions of a group (vertically transmitted and relatively stable in a group), which
are enforced by social learning can be brought on from itisedgroup, maybe due to a
new discovery and invention. A change in tdturaly transmitted preference of a raw
material, perhaps needed for a new tool, leads to a change in raw nsaledabn
Alternatively, raw material change is due to the infidixchange from the outside either
by trade or exchange or dominance by a new groupAkeirman et al. 200)eacon
1989, Torrence 1996)Thus, in this variant, changes in archaeological raw material
frequencies are the result of endogenous changritimally transmitted preference or
due to horizontal transmission of change introduced from outside.

This model framework tht outlines models that propos@y raw material
frequencies charmgin the archaeological recondll be the used whehbelowpresat the
archaeological evidence for raw matesalection and change the South African

Middle Stone Age.
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CHAPTER 3: RAW MATERIAL SELECTION IN THE AFRICAN STONE AGE
Introduction
In thischapter] will first briefly look at raw material selection and teeological
organization in the African Early (ESA) and Later Stone Age (LSA), and then | will
thoroughly review the evidence for raw material selection and technological organization
from the Middle Stone Age (MSA) record from South Africa and Lesoththéend of
this chapter] will present a framework for different models that have been proposed to
explainraw material change in the South African MSA.

It is has been argued that the African continent has a greater diversity of stone
materials availabléor stone tool manufacturing compared to Western Europe. Because
of this raw material selection has figured prominently in studies of hominin technological
variability in Africa (Brown 2011, Clark 1980)Goodwin and Van Riet Lowmd 929,
1929)divided the Arican Stone Age into three major phases based at a general level by
the presence of large core tools in the ESA, prepared cores with flakes and blades as the
products in the MSA, and microlithic, scraper and flake tool technologies in the LSA. In
other wads, the overall pattern in the African Stone age is a long and punctuated
progression from larger and cruder to smaller and refined tools, and increased complexity
in core reduction techniques, which reveals an elevated depth of pléBromgy 2011)
Lithic raw material preference changes over time from the preference of tougher and
durable materials through the ESA and most of the MSA towards an increased use of
fine-grained and what has been argued to be higher quality raw materials in the late MSA

andearly LSA(Ambrose 2002, Brown 2011)
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Earlier Stone Age
The ESA dates from as early as 3.3fidarmand et al. 2015, McPherron et al. 20d:0xt
least 2.6mgDelagnes and Roche 2005, Roche 1999, Semaw et al. 2003, Semaw 2000,
1997, Stout et al. 2010, Stoet al. 2005})0 approximately 500ka with the onset of blade
production and hafting of poin{sierries 2011, Johnson and McBrearty 2010, Porat et al.
2010, Wilkins and Chazan 2012, Wilkins et al. 204:2) definitively 300ka250ka
(Marean and Assefa 2009)he ESA was potentially the result of the behavior of at least
4 hominin species including. afarensis H. habilis, H. erectus andH. heidelbergensis
The ESA can be classified as cooel technology but flake removals were also utilized,
andtheESA an be divided i nt bomekiaree ed antaij g fpreo m oalts
least 3.3ma to perhaps 2.6/armand et al. 2015)he Oldowan dating from 2.6ma to
1.8ma(Semaw et al. 2003, Semaw 2000, 199nd the Acheulian dating from 1.8ma to
perhaps 500kéHerries 2011, Lepre et al. 2011)

Broadly, the Oldowan (podtomekwian) can be characterized by the production
of simpleflaked pieces and detached pieces made on river cobbles resulting from erosion
of volcanic deposits (Brown 2011). The earliest evigevicthe ESA all comes from
Eastern African sites in Kenya, Tanzania, and Ethiopi@Wdencds also found for the
Oldowan and Acheulian in Southern Africa at sites such as Sterkfontein, Swartkrans, and
Wonderwork Cave. Leakegit971)originally definedthe Oldowarasbeing typologically
diverse with some specialized tool forms. However, To#85)showed that most flakes
could be viewed as stages in a continuum, while Pb®81)proposed that much of the
variability observed in the Oldowan is attribbte tomorphologyof the raw material

packageform and reduction degrg®rown 2011)
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It has been previously proposed that the ESA does not show a lot of evidence for
cognitive complexitfAmbrose 2001)However, more recent research shows that the
make's of the Oldowan in some cases selected and transported materials in a preferential
manner(Braun et al. 2009, Braun, Plummer, et al. 2008, Braun, Rogers, et al. 2008,
GoldmanNeuman and Hovers 2012, Harmand 2009, Stout et al. 288%g¢ral studies
haveshown that early hominins preferentially selected raw materials due to certain
qualities or properties such as having few flaws and not being weatBetadikand
Toth 1993), being finggrained and easy to flake (Stout et al. 2005), and being abrasion
resstant, predictable, and having few impurities (Braun et al. 2009, 2008). The work by
Braun and colleagues (2008) showed thatlocal raw materials were transported as far
as 10 kilometerddarmand(2009)showed that occupantslatkalaeil and 2c locaties
in West Turkangreferentially selecteshediumigrained phonolite. Goldman and Hovers
(2012)investigated Oldowan localities in the Makaamitalu basin in Hadar, Ethiopia.
They found that at A.L. 894 the hominins selected againshnamgeneous matergl
while at A.L. 666 the hominins selected highality raw materials and procured rare
materials from unknown sources.

Following the Oldowan is the Acheulian period. The Acheulian spans from 1.8ma
to 500ka(Herries, Curnoe, and Adams 2009, Lepre et@l1¥and it marks the
introduction to true bifacial shaping technology usually recognized in the form of the
handaxeor thecleavercore tool. However, the Acheulian also includes flake tools and
unmodified flakes and scrapers. Compared to the Oldowamegular shape of the hand
axehas been used as evidence to argue that hominins making Acheulian technology had

advanced cognition in both planning and tool makbeglagnes and Roche 200%arly
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studies of the tool diversity and the cultural implicasiaf the han@xeform and shape
arguel that it reflects cultural traditiongsaac 1975, Noll 2000However, raw material
selection by the makers of the Acheulian has been heavily studied to understand inter
assemblage variabilifSharon 2008)Isaaq1986)and Clark(1980)contended for a
similar approacin the form of residual analysavhere the goal is to remove the effects
that raw materials have on the finished tool before discussing whether different biface
shapes and forms indicate different audd traditions. Clarlarguedthat we should try to
separate those materahsed aspects of the Acheulian technology that can be easily
tested such as the primary form of the raw material, distance and quantity of materials on
the landscape, material texé or fabric of material from those aspects that are harder to
test such as range of variability expected within and between groups, mental templates,
andtaskspecificdemand¢Brown 2011)C| ar k6 s ar gument stil |l hol d
focuses on the maial-based aspects of the South African Middle Stone Ageatieat
potentially easier to test

Using | saac and Clarkoés approach early ex
the relationship between raw material diversity and edge charactejistosn 2011)
Joneq1979)found that experimentally created bifaces made on quartzite are excellent
for butchery because the edges do not dull easily. However, the quartzite did not allow
for careful retouch. Given that, Jones proposed that tools made ogranmezd materials
that have been retouched to keep the edge sharp are not refined. Insteathntendsd
that it takes the same level of skill to manufacture bifaces on egaas®d quartzite as

it does with finergrained materialéBrown 2011)
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Later dforts have sought to rate raw materials based on their mechanical
properties to better understand technological variability. (20000)used Taber abrasion
(resistance to abrasive force), rebound hardriledeability) and uniaxial compressive
strength(material stiffnessdeststo rate igneous stone available surrounding the
Acheulian site of Olorgesaile in Kenya. Noll found that cutting edge seemed to be more
important than symmetry, while the frequency of raw materialsigagicanteffect on
tool thickness, scar stepping, and edge a(Btewn 2011) In conclusion, Nol{2000)
proposed that the raw materials at Olorgesaile were selected for hardness and strength
and that the large cutting tools were manufactured to provide its makers with long cultti
edges. Sharof2008)found that makers of hand axes and cleavers at a suite of Acheulian
sites in Africa and Western AX08pesgqachref err ed
alongside other@raun et al. 2009, Stout et al. 20@biggested that homims that
created Oldowan and Acheulian assemblages sometimes selected durable materials even
though raw materials that were more predictable were available (Brown 2011)nThis
combination with the evidence élativelylong-distance transport of some teaals
(Braun, Plummer, et al. 2008, Clark and Kurashina 19#®lies that the ability to
preferentially select materials for specific mechanical properties is a trait shared by all

hominintoolmakergBrown 2011)

Later Stone Age
The following reviev of the LSA will focus on the South African record. The LSA can
be broadly defined as a microlithic, scraper, and flake tool technology. The LSA in the

Cape can be divided into four major industries, the Robberg Industry dating from 22ka to
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12ka(Deacon 978) the Oakhurst formerly known as Smithfield A and generally

recognized in the eastern Cape dating from 12ka t¢Ndkehell 2002) the Albany

generally recognized on the southern cape dating from 12ka to 8 ka (Deacon 1978), and

the Wilton dating fron8ka to 2kgDeacon and Deacon 1999, Deacon 19¥8addition,

after the Wilton more informal technologies appear that sometimes are termed the

Smit hf i anadolittidd t hat 6dat e f(Deaconal@dDaeacan®999) ont ac't
The Robberg is well repsented at three sites: Nelson Bay Cave (NBC) in

Plettenberg BayDeacon 1978)Rose Cottage Cave (RCC) in the Free SisMadley

1996) and Sehonghong (SHH) in Lesotttarter, Mitchell, and Vinnicombe 1988,

Mitchell 1996, 1995)The Robberg assemblage® characterized by microlithic

bladelets with no retouch thatemade on blade cores and a small number of backed

tools and scrapef8rown 2011) There are also bone tools at Nelson Bay Cave.

However, undescriptive flakes and debitage represent thenagarity of the

assemblages. Not surprisingly, the raw material preferences between the sites are

different. At Nelson Bay Cave on the south coast, quartz was the preferred raw material

(Figure 3), followed by quartzite and some silcréeacon 1978)However, the raw

material frequencies change in a moderately vectored way through time with quartz

decreasing while quartzite and silcrete increase. At Rose Cottage Cave and Sehonghong

located in the Free State and mountainous Lesotho respectively theegrefaterial

was OpalingMitchell 1995, Wadley 1996)n terms of the blade technology, Mitchell

(1995)argued that the presence of crested blades in the Robberg suggests standardized

blade reduction, while Deacdbeacon 1995argued that the small ldas in the

Robberg and thelowiesons Poorvas both made by indirect percussion (punch).
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Figure 3. Relative Frequencies of raw materials from LSA layers for all stone artifacts at
Nelson Bay Cave (NBC). Frequencies are shown in comparison to compaaaidé g
andinter-glacial states (Marine Isotope Stages). Raw material frequencies and ages from
Deacon(1978)

Following the Robberg is the Oakhurst, also known as Smithfield A. The
Oakhurst industry was named after the rock shelter near Wildernessaratacterized
by round endscrapers, duckbill scrapers, some polished bone and a few backed pieces
(Deacon and Deacon 1999jJostly the Oakhurst assemblages are made on more €oarse
grained raw material than the preceding Robberg and the following Wikzecon
1978, Mitchell 2002)The Oakhurst has been divided into regional variants including the
Albany in the Southern Cape ahdckshoekin the Karro(Deacon and Deacon 199%t

Nelson Bay Cave quartzite dominates the Albany (Oakhurst) levels with haor®@®%

of the artifacts made on Quartzitddure 3). At Boomplas (BP) the Albany layers show
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the highest percentage of quartzite during the LSA in its seq@®eeeon 1978,
Mitchell 2002) A reasonable argument for the lack of fgr@ined materials ithe
Oakhurst is that the fingrained materials were replaced by bone tools that are found in
Oakhurst assemblagéBrown 2011)

The Wilton follows the Oakhurst and it applies to mid to late Holocene
microlithic assemblagg®8arham and Mitchell 2008 hese assemblages can be
subdivided into Classic Wilton (Mitlolocene) dating from 8ka to 4.5ka and the Late
Holocene Wilton dating from 4.5ka to 2Kaeacon and Deacon 1999he Late
Holocene Wilton is also termed the Interior Wilton, Late Wilton or f&assic Wilton
(Deacon and Deacon 1999)lassic Wilton is characterized by a wide range of
microliths,borers small scrapers, double scrapers, ornaments, and polished bones, while
the Late Holocene Wilton showcases fewer segments but an increase iatb(&dein
2011) At Nelson Bay Cave quartzite was the preferred raw mat&iguie 3), while
Opaline was the dominant raw material at Rose Cottage (@éadiey 2000) However,
at the typesite quartz, silcrete and chalcedony are all preferred materiallsartifact
categoriegDeacon 1972)

After theWilton, there is a lot of variability in terms of artifact size and raw
material use but at least two kinds of assemblages are ide(iiéadon and Deacon
1999, Orton 2008)Both types of assemblageslect a decrease in the percentage of
formal tools and reduced diversity of raw materials. The first type of assemblage is
sometimes termed the Smithfield, which have pottery and stone tools made-on fine
grained materials such as indurated shale, chatgedoartz and silcrete. If the

assemblage includes long scrapers with backed bladelets it is called Smithfield.
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Boomplas has an assemblage palstting the Wilton that consists of faunal remains

reflecting pastoralism and small scrapers and backed bisaids on finegrained raw

materialsDeacon and Deacon 1999he second type of assemblage sometimes termed

t hmarcdlithi® precedes and is cont e mpcomlithedy y wi t h t |
assemblages have no pottery and they exhibit large unretoflakesimade on coarse

grained raw materials such as quartzite. At NBC, the assemblage thdafsssthe

Wilton consists of large and informal stone to@gacon and Deacon 199%) has been

argued that this change to a very informal technology wéh fiermal tools and less raw

material diversity is the result of changes in actiyid@acon and Deacon 1999, Schrire

and Deacon 198%ut it could also be the result of imposed territory constraints imposed

by expanding pastoralis(derardino 2007, Smitét al. 1991)

Southern African Middle Stone Age

Compared to the rest of the countriesonthern Africa the MSA record from South

Africa and Lesothas very rich. There are sites that have yielded both stratified ESA and
MSA layers such as Montagu Cafkeller 1973, 1970and sites that have a sequence

from theESA to the LSA such as Cave oéatthgMason 1957, McNabb and Sinclair

2009, van Riet Lowe 1954A great number of sites have yielded stratified MSA and

LSA layers; in South Africa: Blombos cgv@oomplaas Cave, Nelson Bay Cave, Rose
Cottage Cave, and Die KeldeZswve 1 In Lesotho: Sehonghong, MelikatMo s he b i 0 s
Shelter, and Ntloana Tsoana. There have been ablpasposechomenclature systems

for the MSA in South AfricgGoodwin 1929, Goodim and Van Riet Lowe 1929,

Goodwin 1928, Lombard et al. 2012, Sampson 1974, 1972, Volman 1984, Wurz 2002)
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Today the recognized stone age sequence in South Africa combining Valbea4
Wurz's(2002) and L ombar d0A2)nomeactaturegeesrgughdydile
this: ESA,early MSA, Klasies River (MSA | oviSA 2a), Mossel Bay (MSA 1l or MSA
2b), pre-Still Bay, Still Bay, Howieson®oort, postHowiesons PooifSibudan late
MSA or MSA 3), final MSA (MSA 4 or MSA 1IV), and LSA. Important to notetthias
is not likely the consensus nomenclature but it will be used as the nomenclature in this
study.

The first one to define thdSA in southern Africa was A.J.H. Goodwiwhich in
1928 after looking at numerous artifactsdoeld notassign to ¢her tre ESA or the
LSA, decidedo make an intermediate sBtage in the Stone Age called the Middle
Stone Age (MSA). He noticetthat therevereassemblages thdid not have the large
handéaxes and cleavers of the ESA or the microliths oLt®& and that these
assemblageseredominated by a flakd®ased technologfGoodwin 1928) Goodwin
(1928)outlined a system that grouptte MSA into several groups of industries and
variations. Goodwirf1928: 99100)statedthat the term industry could only be used
when a goup of toolswasdefinable and certaimndthe term variation would be used
when there were uncertainties aboutgpecific tool groupelations to the other tool
groups or if there was a lack of data accumulated.d@ttee tool morphologies he used
to separate ariations were points. Goodwseparate the MSA into 8 groups; theseere
the Glen Grey variation, Mossel Bay variation, Still Bay variation, Howiesons Poort
variation, Pietersburg variation, Hagenstad variation, Alexandersfontein variatibon, an
Sawmills variationNGoodwin 1928) Even though therneereall these different industries

and variations Goodwi(1.929)statal that they all shareckrtain features: convergent

102



flakes, use of points arfdcettedflake butts. Hearguedthat they all hd acommon origin
point up north and fkall been influenced by the Mousteri@@oodwin 1929: 143)The
assemblages Goodwin used for his classification deoneeither selected surface
collections or excavations where the excavator had no proper trainisgeshited in a
classification system that was based on selected tool types.

Through the 1930'suptohe 197 006 s s ereexcasated. ivowites i t es w
that became important at the timenathe Cave of Hearths in the Transvédhson
1957, McNabb an&inclair 2009, van Riet Lowe 195dihd Skildergat Cave in the
Southern Capglolly 1948, 1947)The Cave of Hearths yieldedSA sequence that
was unparalleled at that time and gave the first long MSA sequence in the Transvaal
(Volman 1981) The Cave oHearths clearly showed that the MSA was stratified
between the ESA and the L§McNabb and Sinclair 2009%kildersgat Cave (now
named Peers Cavm)located in thaVestern CapeThis cavewhich was excavated
several timeswas crucial at the time to undéand the relationship between the
Howiesons Poort and Still Bay variatiof@®lly 1948, 1947)Other sites that @re
excavated and contributed to understanding the MSA sequameelwnnel Cave and
Skildergat Kop(Malan 1955) Howiesons Poort Rock Shet{Deacon 1995h) Mwul u o6 s
Cave(Tobias 1949)Bushman Rock Sheltérouw 1969, Vogel 1969)P e e r alté&r S h
(Goodwin and Peers 1958order CavgBeaumont, de Villiers, and Vogel 1978,
Butzer, Beaumont, and Vogel 1978, Griun et al. 2003, Griin and Beag@tintGrin,
Beaumont, and Stringer 199@nd Boomplaas Cay®eacon 1979, Deacon et al. 1983,

Deacon, Deacon, and Brooke 1976)
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Il n the 19700 697G 4972pesigried amevs mmenclature for the
MSA in Southern Afica. Using a chronology based statistical analysis of lithic
assemblages from several sites he structured the MSA into, from oldest to newest, the
Pietersburg complex, the Bambata complex, andHthweiesons Poordnd Umguzan
related assemblagegldgosian (Sampson 1974) S a m p@nencldilse soon came
under critique because of a steadily increasing radiocarbon database, which suggested
that the MSA assemblages were far older than suspected, and the fact that the transitional
Magosianhad inconsistent radiocarbon agkein 1970)

Following the original excavations and publication of khesies River
assemblages by Singer and Wyr(f982)Volman (1984)introduceda new
nomenclature for the MSA in Southern Africa. Based on the descriptions &mther
Wymergaveabout the differenttsatified layers and the change in raw material and tool
types throughout the sequence Volnranoduceda sequencthathe argued could be
used for any MSAssemblage south of the Limpopo/& (Volman 1984: 20209)

1 MSA 1: Characterized by a high pentage of convergent flake cores and
small broad flakes that rarely shows evidence of faceting. Denticulates are
the most abundant retouched tool, while there are no retouched points and
scrapers with retouch are rare. Volman assigned MSA 1 assemblages to
MIS6.

1 MSA 2a & 2b: Characterized by large narrow flakes and blades that
decrease in average length from MSA 2a to MSA 2b. There is an increase

in the abundance of retouched artifact types from MSA 2a to MSA 2b.
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Denticulates are common in MSA 2a, while refloypoints are common in
MSA 2b. Volman assigned MSA 2a and 2b assemblages to Mi&5e

1 Howiesons PoortCharacterized by a high percentage of retouched tools in
the form of segments, trapezoids, and allied backed or truncated pieces,
while flakes are notsually facetted, and they are smaller and broader
compared to flakes in MSA 2. Additionally, there is an increasiedruse
of fine-grainedmaterial in contrast to preceding and following MSA
phases. Thelowiesons Poortontains scrapers and variable pjpns
of unifacially and bifacially retouched points. Volman assigned
Howiesons Poorissemblages to MIS4.

1 MSA 3: Characterized by the same types of artifacts as in MSA 2
assemblages; very similar to MSA 2b. There is a trend towards large flake
blades irthe final stage of the phase. Volman assigned MSA 3
assemblages to MIS3.

In 2002 Sarah Wurz (2002) designed a newswnenclature system for the MSA in
southern Africa. She basker system on th€RM sequence. It is not a widely use
nomenclature sbwill not outline its detailsut one important thingVurz did was to add
theStillBayt echnol ogi cal phase to her nomencl atur
MSA 2b and thedowiesons PoorfWurz 2002)

The most updated nomenclature is presented by Lombard2082) They
subdividel the MSA into eight South Africa and Lesotho (SAL) technocomplexes.

1 The earliest technocomplex is the early Middle Stone Age, which they

argual lastedbetween 300 & to 130 ka coinciding with MIS8 to M&S
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1 The Klasies River tectocomplex datefrom 130 to 105 ka and is the
same as the MSA | at Klasies River or MSA 2a generally. It coidcide
with MIS5d and 5e.

1 The Mossel Bay technocomplex folled) known as MSAllat Klasies
River and MSA2b generally. It dateto 105 ka to 77 kand it coincidd
with MIS5a to 5c.

1 The Mossel Bay was followed by a technocomplex informally tertined
pre-Still Bay, datingfrom 90 ka to 72 ka. This technocompléxey
arguel, coincidad with MIS5 to MIS! transition

1 The Still Bay datefrom 77 ka to70 ka and coincidkwith the MIS5a to
MIS4 transition.

1 TheHowiesons Pooffbllowedand it datsfrom 66 ka to 5&a coinciding
with MIS4 to MIS3 transition.

1 Following theHowiesons Pooris the Sibudu technocomplex, which is
known as the late MSA/paestowiesons Poordr MSA 3 generally, or
MSA Il at Klasies River. It coincidgwith MIS3.

1 Finally, they have the final Middle Stone technocomplex that they date
from 40ka to 20 ka. It is known as MSW at Klasies River or MSA 4
generally. It coincide with the MIS3 to MI transition.

I n the | ate 19906s and 2000's several new
attention to detail and where statelod art dating techniquesebeing applied to date
their sequences. These new sites have improvedralerstanding of the MSA and | will
reviewthem here focusing on raw material selection and technological organization. The
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focus here will be on sites that have been dated with the girgjle OSL techniquée.g.,
Jacobs, Roberts, et al. 2008agd tha have a welunderstood stratigraphy yielding
relatively highresolution data on lithic technology. | will omit opair sites.

| will first review sites from western South Africa and the Cape redtayu(e 4):
Klasies River (KRM), Blombos Cave (BBC), &pkloof Rockshelter (DRS), Die Kelders
Cave 1 (DK1), Nelson Bay Cave (NB®)lein Kliphuis (KKH), Klipdrift Shelter (KDS),
Apollo 11 (AP), and then | will shift my focus to eastern and central South Africa and
Lesotho and review the following sites: Siby&lB), Rose Cottage Cave (RCC),

Sehonghong (SHEYmhlatuzangUHM), andNtloana Tsoan@NT) (Figure 4).

Figure 4. The geographic location of MSA sites with wsttatified and weldescribed
deposits. Satellite image from Google Earth. AP: Apollo IRSDDiepkloof Rock

Shelter, KKH: Klein Kliphuis, DK1: Die Kelders Cave 1, BBC: Blombos Cave-&P5
Pinnacle Point %, PP13B: Pinnacle Point 13B, NBC: Nelson Bay Cave, KRM: Klasies
River, RCC: Rose Cottage Cave, WNtloana TsoandJHM: UmhlatuzanaKDS:

Klipdrift Shelter, SIB: Sibudu.
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