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ABSTRACT 

The South African Middle Stone Age (MSA), spanning the Middle to Late Pleistocene 

(Marine Isotope Stages (MIS) 8-3) witnessed major climatic and environmental change 

and dramatic change in forager technological organization including lithic raw material 

selection. Homo sapiens emerged during the MSA and had to make decisions about how 

to organize technology to cope with environmental stressors, including lithic raw material 

selection, which can effect tool production and application, and mobility. 

 This project studied the role and importance of lithic raw materials in the 

technological organization of foragers by focusing on why lithic raw material selection 

sometimes changed when the behavioral and environmental context changed. The study 

used the Pinnacle Point (PP) MSA record (MIS6-3) in the Mossel Bay region, South 

Africa as the test case. In this region, quartzite and silcrete with dramatically different 

properties were the two most frequently exploited raw materials, and their relative 

abundances change significantly through time. Several explanations intertwined with 

major research questions over the origins of modern humans have been proposed for this 

change. 

 Two alternative lithic raw material procurement models were considered. The 

first, a computational model termed the Opportunistic Acquisition Model, posits that 

archaeological lithic raw material frequencies are due to opportunistic encounters during 

random walk. The second, an analytical model termed the Active-Choice Model drawn 

from the principles of Optimal Foraging Theory, posits that given a choice, individuals 

will choose the most cost effective means of producing durable cutting tools in their 

environment and will strategically select those raw materials. 
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 An evaluation of the competing models found that lithic raw material selection 

was a strategic behavior in the PP record. In MIS6 and MIS5, the selection of quartzite 

was driven by travel and search cost, while during the MIS4, the joint selection of 

quartzite and silcrete was facilitated by a mobility strategy that focused on longer or more 

frequent stays at PP coupled with place provisioning. Further, the result suggests that 

specific raw materials and technology were relied on to obtain food resources and 

perform processing tasks suggesting knowledge about raw material properties and 

suitability for tasks. 
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CHAPTER 1: PROJECT INTRODUCTION  

Introduction  

The South African Middle Stone Age (MSA), spanning the Middle to Late Pleistocene 

witnessed major climatic and environmental change and dramatic change in forager 

technological organization including stone tool raw material selection. The MSA lasted 

from ~300 ka, maybe as early as 500 ka to ~35 ka (Deino and McBrearty 2002, Herries 

2011, Johnson and McBrearty 2010, Marean and Assefa 2005, Tryon and McBrearty 

2002), spanning minimally Marine Isotope Stage 8 (MIS8) to MIS3. Genetic research 

(Fagundes et al. 2007, Gronau et al. 2011, Henn et al. 2011, Relethford 2008), the fossil 

record (Bräuer, Deacon, and Zipfel 1992, Day 1969, Hublin 1992, White et al. 2003), and 

the archaeological record (Clark et al. 2003, Marean 2010b, McBrearty and Brooks 2000, 

Shea 2008) strongly suggest that modern humans emerged during the Middle to Late 

Pleistocene, coinciding with the African MSA. 

 These prehistoric hominin hunter-gatherers lived in a dynamic world wherein 

survival depended upon decisions about how to organize technology to cope with 

environmental stressors. Since anatomically and behaviorally modern Homo sapiens 

emerged during the MSA, any decisions these forager groups made that enabled the 

continued survival of the human lineage are of particular interest. When organizing 

technology, potentially crucial decisions were made about raw material choice for stone 

tool production and application. The raw material selection stage is potentially important 

as it can set the range of possibilities for the later tool production and tool application. 

Because stone tools are the most predictably durable aspect of the archaeological record 

and were an important part of prehistoric technology, they provide an excellent 
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opportunity to study the technological organization of prehistoric foragers in relation to 

environmental challenges. 

 Following the Oldowan, decisions regarding stone tool raw material selection, the 

changing use, and co-use of different stone tool raw materials is well known from a wide 

range of environmental and climatic contexts, time-periods, and óculturesô (Andrefsky Jr 

1994, Bamforth 1990, Bar-Yosef 1991, Braun et al. 2009, Clark 1980, Goldman-Neuman 

and Hovers 2012, Jelinek 1991, Kuhn 2004, 1991, Stout et al. 2005). However, there is 

disagreement about why raw material patterns change, and the role and importance of 

stone raw material choice in the technological organization of foragers (Ambrose and 

Lorenz 1990, Binford and Stone 1985, Binford 1979, Brantingham 2003, Clark 1980, 

Deacon 1989, Gould 1985, Gould and Saggers 1985, Kuhn 2004, Mackay 2008, McCall 

2007, Stout 2002, Torrence 1986, Wurz 1999).  

 Based upon Optimal Foraging Theory (OFT) models (Stephens and Krebs 1986) 

it is often assumed that all species of animals, including humans, are utility efficient 

(Alexander 1996, Krebs and Davies 1984) and choices are made to achieve maximum 

return on investments of time and energy (Bleed 1986, Nelson 1991, Torrence 1983). 

Raw material choices may also have been made due to style preference (Close 2002, 

Mackay 2011, Sackett 1982, 1986) and symbolic value (Clendon 1999, Gould, Koster, 

and Sontz 1971, Wurz 1999), which may be motivated by other goals. This dissertation 

focuses on two broader questions. First, what is the role and importance of stone raw 

materials in the technological organization of foragers? Second, why did some prehistoric 

foragers, while having several stone raw material options available, change their lithic 

raw material preference when the behavioral and environmental context changed? 
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 To address these two broader questions this dissertation investigates raw material 

selection by early anatomically modern human foragers who lived in the Mossel Bay 

region (Figure 1) on the south coast of South Africa during the South African MSA.  

 
Figure 1. The location of the Mossel Bay region. Location of Pinnacle Point also shown. 

Satellite Imagery from Google Earth Pro 7.1.5.1557. 

 

The Mossel Bay region has several MSA sites (Figure 2) that combined yield a 

long archaeological sequence that is well suited for the study of raw material selection 

during important periods of human evolution. The archaeological sequences from these 

sites have been excavated with great precision, are thoroughly dated (Brown et al. 2012, 

Brown et al. 2009, Jacobs 2010, Marean et al. 2010, Marean et al. 2007), and are 

complemented by local paleoclimatic and paleoenvironmental records of high resolution 



4 
 

(Albert and Marean 2012, Bar-Matthews et al. 2010, Braun et al. ms, Copeland et al. 

2015, Esteban et al. 2016, Fisher et al. 2010, Marean et al. 2014, Matthews et al. 2011, 

Matthews, Marean, and Nilssen 2009, Rector and Reed 2010). In addition, the local 

geology is well understood (Cawthra et al. 2015, Malan and Viljoen 2008, Pickering et al. 

2013, Roberts et al. 2012, Thamm and Johnson 2006, Viljoen and Malan 1993), and 

thorough surveys for stone raw material sources have been undertaken (Brown 2011, 

Oestmo et al. 2014).  

 
Figure 2. Location of Pinnacle Point sites. Satellite Imagery from Google Earth Pro 

7.1.5.1557. Images of localities by the author.  

 

 The MSA stone tool record from the Mossel Bay region ranges from ~164-48 ka, 

which temporally overlaps a wide range of stone tool variation along with some notable 

technologies including the early microlithic (Brown et al. 2012) and Howiesons Poort 

(Brown et al. 2012, Brown et al. 2009) at site Pinnacle Point 5-6 (PP5-6). In addition to 

the Still Bay that is of similar age to the early microlithic and is observed at nearby 

localities, they figure heavily in the study of the origin of modern human behavior 
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(Brown et al. 2012, Deacon 2001, Henshilwood and Dubreuil 2011, Henshilwood and 

Marean 2003, Klein 2000, McBrearty and Brooks 2000, Shea 2011). In the early 

microlithic, Still Bay, and Howiesons Poort foragers shifted to a regular use of fine-

grained raw materials in addition to the use of more coarse-grained quartzite, and the 

reasons for this are debated (Ambrose 2006, Ambrose and Lorenz 1990, Brown 2011, 

Deacon 1989, Mackay 2008, McCall and Thomas 2012, McCall 2006, Minichillo 2006, 

Wurz 1999). 

 The PP13B and PP9 records that precede the PP5-6 record shows a long record of 

procurement of quartzite from cobble beaches or other secondary sources (Thompson, 

Williams, and Minichillo 2010). In the PP5-6 record there is a marked increase in the 

selection of silcrete early in the MIS5 part of the sequence, and then particularly during 

MIS4 that coincides with an increase in procurement from primary outcrop sources, and 

the shift to a more blade-based technology (Brown 2011, Wilkins et al. 2017). This study 

investigates the following questions to help clarify why there is a change in raw material 

frequencies in the early microlithic and Howiesons Poort stone tool technologies at PP5-

6. First, are the lithic raw material frequencies observed in the Pinnacle Point MSA 

record due to opportunistic behavior or strategic choice? Second, if strategically chosen, 

in what contexts, environmentally and/or behaviorally, was it more efficient to use 

quartzite rather than silcrete to produce and use stone tools?  

Two mutually exclusive models facilitate testing of hypotheses about raw material 

selection and creating expectations that can be applied to the archaeological record at 

Pinnacle Point. First, a computational model of stone tool raw material procurement 

termed the Opportunistic Acquisition Model (OAM) is evaluated. The OAM posits that 
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archaeological raw material type frequencies are due to opportunistic encounters with 

stone sources during random-walk (see Brantingham (2003)) in the environment. Second, 

an analytical resource-choice model termed the Active-Choice Model (ACM) drawn from 

OFT is presented, which posits that a forager when selecting a stone raw material will try 

to maximize the amount and duration of tool cutting edge produced per unit time 

investment in producing the tool. While there may be other variables important to raw 

material choice, our formal models must begin simply and then expand later, and tool 

cutting edge is a widely recognized variable of interest (Braun 2005, Brown 2011, 

Mackay 2008). The study of raw material selection is well suited to the OFT approach 

because raw material decisions are part of a tool making process where the decisions can 

be modeled as optimization problems (Kuhn 1994, Metcalfe and Barlow 1992, Surovell 

2009).  

To evaluate hypotheses drawn from the OAM and ACM, model outcomes under 

three different model conditions (MIS4, MIS5, and MIS6) are compared to 

archaeological raw material frequency data from PP13B, PP9, and PP5-6 at Pinnacle 

Point. To identify the conditions that could shift raw material frequencies under the 

different MIS conditions I compare the model outcomes under two derived 

environmental effects (coastline position and raw material source distribution, and 

vegetation type) and one derived behavioral effect (mobility rate and strategy) to 

archaeological frequencies. 

Following the evaluations of the hypotheses, a sensitivity analysis of each model 

is conducted to examine the robustness of the model outcomes with respect to changes in 

parameter values. Additionally, one model constraint assumption is tested, which is what 
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effect the presence of offshore silcrete sources during lower sea-levels has one the raw 

material frequencies. The sensitivity analysis (one-factor-at-the-time ï OFAT) for the 

OAM includes: 1) changing the amount of time the forager can move about the 

landscape; 2) simulating what happens when Pinnacle Point is not an exclusive site on the 

landscape but instead one of three that the forager can return too; 3) changing 

independent behavioral variables one at the time to look at the effects on raw material 

outcome; 4) changing behavioral variables wholesale to simulate curated, expedient, and 

site caching behavior. For the ACM, the sensitivity analysis includes changing the 

assumed currency. The two alternative currencies are the amount and duration of cutting 

edge on blades produced per unit time investment in producing the blade, and the amount 

of blades and duration of cutting edge on those blades produced per unit time investment 

in producing the blade. 

 

Intellectual merit  and broader impacts 

In the social sciences, there is an ongoing growth in the development of formal modeling 

of human behavior and social and cultural systems. This research significantly 

contributes to archaeological method and theory. Changing raw material patterns are 

evident in many if not most archaeological sequences in any time-period, and although 

some previous studies (e.g. Brantingham 2006, 2003, Pop 2015) present formal models to 

address this issue, a more comprehensive methodological framework using two mutually 

exclusive formal models that specifically target raw material selection is missing in the 

archaeological literature. To rectify this, this project produces a framework of two formal 

models (one computational and one analytical) of raw material selection that can be 
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applied to other examples of tool resource choice regardless of raw material type in 

archaeological sequences throughout the world. Formal models are important tools in any 

scientific enterprise and their strength lay in the fact that they are logically grounded, thus 

making it is easier to pinpoint why a model is supported or not. All models must begin 

simply, and this research, through its use of two simple models, illustrates how formal 

models can be applied to questions of technological change and the procurement of 

materials and thus contributes to that ongoing development of social science modeling. 

 This study explores the formative period of modern human origins, where our 

human ancestors faced climatic and environmental change, to explore how raw material 

choices were developed and elaborated in one of the most ancient and longest living of 

human technologies: stone tool technology. The two formal models (one computational 

and one analytical) of raw material selection presented here, employ several independent 

methods (agent-based computational modeling, analytical modeling, and experimental 

archaeology) that build on efforts by Barton and Riel-Salvatore (2014), Brantingham 

(2003, 2006), and Surovell (2009). This investigation differs from previous studies with 

an informal approach (e.g. Ambrose and Lorenz 1990, Binford and Stone 1985, Brown 

2011, Gould and Saggers 1985, McCall 2006, Minichillo 2006) because it simultaneously 

considers different  hypotheses and the effects independent variables have on raw 

material selection, is formal (analytical and computational), and calculates net-return 

rates of raw material selection as the environmental and behavioral context changed by 

using high-resolution climate/environmental data from the Mossel Bay region. The study 

provides net-return rates on stone tool raw material selection that will be integrated into 

the ôPaleoscape modelô project for the Mossel Bay region and contribute to the 
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comprehensive model of hunter-gatherer resources (Franklin et al. 2015, Marean et al. 

2015). 

 Additionally, this research makes significant contributions to the Modern Human 

Origins debate. The project aims to settle a debate concerning rapid shifts in raw material 

selection that is evident at the onset of new climatic and environmental conditions in the 

late Pleistocene during the African Middle Stone Age (MSA). This research will provide 

needed clarity as to whether lithic raw material selection was a strategic behavior or if 

other lifestyle constraints caused the observed raw material pattern. Moreover, the 

research will highlight if the cultural adaptive response to climatic and environmental 

change in the MSA was driven by a mobility strategy that precluded any specific 

investment in stone technology and only prioritized moving people to the food resources, 

or if the response was an increased reliance on technological innovation facilitated by 

strategic selection of raw materials that demanded technical insight in raw material 

characteristics. 

 

Organization of dissertation 

Chapter 2 provides a literature review starting with the concept of technological 

organization and how it is linked to the concepts of mobility systems and foraging 

strategies. It then reviews informal and formal models that have been proposed to explain 

technological change when corresponding with behavioral and/or environmental change. 

Then the chapter turns to raw material selection, the role and importance of raw materials 

in the technological organization of foragers, and the concept of raw material quality 

including a summary of examples of ethnographic observations of raw material selection. 



10 
 

This is followed by a review of the application of mechanical testing to lithic raw 

material, and the examination of other claims for why raw materials are selected. At the 

end of the chapter, I organize the models that have been proposed for explaining why raw 

materials change in the archaeological record into a framework with two broad categories 

called óNon preference-based changeô and óPreference-based changeô. 

Chapter 3 provides a review of raw material selection in the African Early (ESA) 

and Later Stone Age (LSA), and then a thorough review of the evidence for raw material 

selection from the Middle Stone Age (MSA) record from South Africa. At the end of the 

chapter, I present the existing informal models proposed to explain raw material selection 

and thus change in archaeological raw material frequencies in the South African MSA. 

Chapter 4 provides an in-depth overview of the geology of the Mossel Bay region 

presents pertinent data on lithologies and sources types that are pertinent to this study. 

Both onshore and offshore data are presented. 

Chapter 5 outlines the models and hypotheses evaluated in this study. This is 

followed by a full presentation of the Opportunistic Acquisition Model (OAM) and 

Active-Choice Model (ACM). The OAM is presented using the ODD (Overview, Design 

concepts, and Details) protocol for presenting agent-based models. Then the ACM is 

presented. The ACM has two variants called the (ACM-P (sequential encounter and 

embedded procurement; travel and search time-cost is excluded) and the ACM-R 

(simultaneous encounter and direct procurement; travel and search time-cost is included) 

and both are detailed. A description of the variables needed to calculate the net-return 

rates used in the ACM is presented. After presenting the models, the model conditions 

and model condition variables are described. The model conditions are Marine Isotope 
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Stages 6, 5, and 4, while the model condition variables are coastline position and raw 

material source distribution, vegetation type, and mobility rate and strategy. Then the 

hypotheses drawn from both models are presented. This is followed by the presentation 

of a testing framework that will be used to evaluate the model outcomes for both the 

OAM and the ACM. Finally, predicted relationships between time-costs and the three 

different model condition variables are presented. The predicted relationships show how 

different time-costs potentially relates to model conditions variables thus can potentially 

explain archaeological raw material frequencies during the different model conditions.  

 Chapter 6 presents the methods used in this study. It starts by detailing how the 

Opportunistic Acquisition Model (OAM) was constructed. The building blocks of the 

OAM include geological and geophysical data, raw material survey data, GIS analysis, 

and agent-based modeling. Second, I describe how the variables needed for both variants 

of the Active-Choice Model were obtained. Methods used to obtain estimates of variable 

values includes a stone tool reduction experiment, a raw material quality and fracture 

mechanics experiment, published data, raw material survey data, and GIS analysis. The 

chapter ends with describing how archaeological data were recorded and analyzed, 

including artifact metric attributes, raw material frequency, cortex type, cutting 

edge/mass ratios, and the ratio of retouch frequency to artifact volumetric density. 

 Chapter 7 presents the archaeological record from Pinnacle Point (PP). It starts 

with summarizing the site chronologies and stratigraphy of PP13B, PP9, and PP5-6. Then 

the stone tool data from these sites that are relevant for evaluating archaeological 

expectations are presented. Stone tool data are first presented by MIS designation using 

the major stratigraphic aggregate from the three different sites. Then all three sites will be 
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presented together at the stratigraphic aggregate level. Additionally, raw material 

frequency data on the sub-aggregate level from PP5-6 are presented. 

 Chapter 8 presents the Opportunistic Acquisition Model (OAM) modeling results. 

First, the raw material frequency result of same-day return simulations are presented and 

compared to archaeological frequencies under the different model conditions. Second, the 

model outcome of simulations where the forager can move for longer time away from the 

Pinnacle Point locality are presented (the first round of the one-factor-at-the-time 

(OFAT1) sensitivity analysis) and compared to the archaeological raw material 

frequencies under the different model conditions. Then I evaluate Hypothesis 1 (H1) 

drawn from the OAM. The first step in the evaluation was to investigate the assumption 

whether it is realistic to move randomly in relation to raw material sources in the Mossel 

Bay region. The key criterion examined is the time without raw material in the toolkit. 

The next step was to evaluate H1 based on the result of the same-day return simulations 

and the results of the OFAT1 sensitivity analysis. Following the discussion of these 

results, a set of results from round 2 (OFAT2), 3 (OFAT3), and 4 (OFAT4) of the 

sensitivity analysis is presented with subsequent discussions of those results. The goal of 

the sensitivity analysis was to gauge the effect different model parameters have on the 

raw material output thus checking the robustness of the initial Hypothesis 1 evaluation 

conclusion. 

 Chapter 9 first presents the obtained measurements and estimates of the variables 

needed in the Active-Choice model (ACM). Starting with the currency variables, e 

(cutting edge per mass) and d (cutting edge durability), then looking at the actual 

currency, which is e times d (cutting edge per mass multiplied by the duration of use 
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before dulling). This followed by the presentation of the ts (raw material travel and search 

time-cost), tp (raw material procurement time-cost), m1 (wood fuel for heat-treatment 

travel and search time-cost), m2 (heat-treatment time-cost), and m3 (flake manufacturing 

time-cost) variables.  

Chapter 10 presents the net-return rates under all model conditions for both the 

ACM-P (sequential encounter and embedded procurement; travel and search time-cost is 

excluded) and ACM-R (simultaneous encounter and direct procurement; travel and 

search time-cost is included) variants are presented. Raw material rankings are created 

based on the net-return rates and compared to archaeological raw material frequencies 

under five different model conditions. Then the model outcomes under three different 

model condition variables are presented to understand whether changes in individual 

time-costs drive the net-return rates and thus explain the archaeological raw material 

frequencies. The presentation of the model outcomes allows for a ranking that can be 

used compare to archaeological frequencies. Then, the comparison to the archaeological 

frequencies, which allows for testing predicted relationships between time-costs and 

model condition variables, are presented.  

The last section of the chapter presents the evaluation of Hypothesis 2 (H2) and 

Hypothesis 3 (H3) from the Active-Choice Model (ACM) using two alternative 

currencies. The AMC-P (embedded procurement; excludes travel and search time-cost) 

net-return rates are used to evaluate H2, while ACM-R (direct procurement; includes 

travel and search time-cost) net-return rates are used to evaluate H3. Both these 

currencies are then used to gauge whether individual time-costs under the three different 

model condition variables can explain archaeological raw material frequencies. 
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Chapter 11 discusses potential issues and problems with the Active-Choice Model 

and the Opportunistic Acquisition Model.  

 Chapter 12 presents a synthesis and discussion of the results of both models and 

put the results in a broader context. 

 Chapter 13 presents the conclusions of this study. 
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CHAPTER 2: LIT ERATURE REVIEW  

Introduction  

The focus of this chapter will be on reviewing the broader theoretical, experimental, and 

archaeological context that the concept and act of lithic raw material selection are based 

in. The raw material selection stage in lithic manufacture is potentially important as it can 

set the range of possibilities for the later tool production and tool application. However, 

lithic raw material selection is only one facet of how hunter-gatherers organize their 

technology, which makes it necessary to discuss the concept of technological 

organization and how it is linked to hunter-gatherers movement and subsistence 

strategies. Thus, this dissertation takes an organizational approach (c.f. McCall 2012) to 

investigate technological change. 

In this chapter, I will first review the concept of technological organization and 

how it is linked to the concepts of mobility systems and foraging strategies. A summary 

then follows of proposed informal models to explain technological change when 

corresponding with behavioral and/or environmental change. Then I will provide a 

review of optimal foraging theory and its application to archaeology, followed by a 

summary of formal models that have been utilized to explain technological change when 

corresponding with behavioral and/or environmental change. Then the chapter turns to 

raw material selection with a focus on the role and importance of raw materials in the 

technological organization of foragers. This is followed by a review of the concept of raw 

material quality and the application of mechanical testing to lithic raw materials. Then I 

examine other claims for why raw materials are selected by including a summary of 

examples of ethnographic observations of raw material selection. At the end of the 
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chapter, I organize the models that have been proposed to explain raw material 

frequencies in archaeological records and why sometimes the raw material frequencies 

change. 

 

Technological organization, mobility systems, and foraging strategies 

Prehistoric hunter-gatherers lived in a dynamic world, where on a yearly, monthly, 

weekly, and even daily basis the weather changed, and seasons came and went, which in 

turn had a potential effect on the subsistence base. Moreover, through the lifetime of an 

individual hunter-gatherer or over a couple of generations, the climate changed and the 

environment was altered drastically by geophysical processes such as coastline change 

and biological processes such as vegetation change, which in turn could change the 

subsistence base. Thus, in any given environmental context, a hunter-gatherer group had 

to make decisions about how to organize technology that could affect survivorship of the 

group in an environment, potentially including raw material selection, when they faced 

problems such as time stress (Torrence 1983), energy costs (Bleed 1986), mobility 

requirements (Binford 1979, Kelly 1988, Shott 1986, Torrence 1983), resource 

procurement scheduling (Binford 1979), risk management (Bousman 1993, Torrence 

1989), and raw material availability (Andrefsky Jr 1994, Bamforth 1986, Gould and 

Saggers 1985, Kelly 1988). These problems were all obstacles to achieving maximum 

return on investments of time and energy (Bleed 1986, Nelson 1991, Torrence 1983).  

 Nelson (1991: 57) defined technological organization as ñthe selection and 

integration of strategies for making, using, transporting, and discarding tools and the 

materials needed for their manufacture and maintenance.ò Technological organization 
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can also refer to a tactic, which is the means to implementing strategies. Moreover, 

Nelson (1991: 58) defined strategies as ñproblem-solving processes that are responsive to 

conditions created by the interplay between humans and their environment.ò or 

differently, strategies are a set of contingent rules for how to behave on specified 

constraint values. Insights into the technological organization of a prehistoric forager 

group can be gained by using sequence models in archaeology by studying the steps 

taken to produce tools (Bleed 2001). Several studies suggest that stone tool production is 

affected by the mobility strategy of a given forager group (Andrefsky 1991, Bamforth 

1991, 1990, Kelly 1988, Parry and Kelly 1987, Torrence 1989, 1983). This suggests that 

aspects of the technological organization of a forager group can act as a proxy for 

mobility and foraging strategies. What this means is that by studying technological 

organization it is possible to infer about forager mobility and foraging strategies. Faunal 

and floral remains can also provide evidence for mobility and foraging strategies (see 

Winterhalder and Smith 2000 for review). By using multiple proxies, it is possible to 

build a more robust and complete picture of foraging strategies. 

 Mobility is one of the distinguishing characteristics of hunter-gatherers (Kelly 

1995: 111) and should be considered an important research focus because many aspects 

of a hunter-gathererôs life such as resource foraging, religion, kinship, trade, artistic, and 

personal obligations are influenced by mobility (Kelly 1992: 48). It is important to point 

out however that these connections between mobility and hunter-gatherer lifeways are 

often hypothetical and rarely empirically demonstrated. The emphasis on foraging life 

and mobility does not imply that mobility is seen as being the deterministic factor on 

hunter-gatherer lifeways, but rather that the aspects of hunter-gatherer life and mobility 
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are inter-linked. Kelly (1983: 277) defined hunter-gatherer mobility strategies as ñthe 

way in which hunter-gatherers move about a landscape over the course of a year.ò This is 

different daily foraging in which resources are acquired.ò In addition, Kelly (1983: 277) 

defined mobility strategies as ñone facet of the way in which hunter-gatherers organize 

themselves in order to cope with problems of resource acquisition.ò As Kelly (1992: 60) 

put it: ñthere are no Gardens of Eden on earth, no single locales that can provide for all 

human needs. Mobility-residential, logistical, long-term, and migration was the first 

means humans used to overcome this problem. Changes in the way humans choose to be 

mobile dramatically affect other aspects of human life, from demography to 

enculturation. Theoretically, then, mobility must be critical to understanding human 

evolutionary change.ò The challenge is how to operationalize methods in the form of 

models to gauge mobility and linked concepts such as food and resource procurement in 

the archaeological record. 

 Binford created much of the theoretical foundation for explaining technological 

change and organization and its link to mobility systems and foraging strategies (Binford 

1980, 1979, 1978, 1977). Binford presented dichotomies where he conceptualized a range 

of different technological strategies that the hunter-gatherer could utilize to cope with 

environmental problems and resource distribution (Brown 2011).  

 In 1977, based on observations of Nunamiut gear use during hunting trips, 

Binford presented preliminary expectations for the technological composition of 

archaeological assemblages. Binford (1977) documented that gear that was transported 

on hunting trips almost always was returned back to their residential camp and that even 

broken equipment seldom failed to make it back. Tools that did not make it were either 
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lost or purposefully discarded, while equipment left at task-specific localities reflected 

the result of work that had been done there. He introduced the concepts of ócuratedô and 

ónon-curatedô technology but the two hypothetical extremes were used without regard to 

procurement strategy (Brown 2011). The Nunamiut ócuratedô their equipment according 

to Binford.  

Later, in 1979 Binford introduced the concepts of óhouseholdô and ópersonalô gear 

that is distinct from ósituationalô gear. Household and personal gear were classified as 

gear made for anticipated or scheduled tasks, while situational gear was classified as gear 

made and used out of necessity due to unanticipated events (Binford 1979). Household 

and personal tools were made of materials that have been deliberately selected for that 

purpose, meaning materials suited for that task, and such household and personal tools 

were curated. On the other hand, situational gear was made expediently on the spot and 

made out of materials available on the landscape or materials that have been stored and 

was intended to be used for another purpose. Binford proposed that this difference 

between household/personal and situational gear can explain how intra-assemblage 

variation can be partly explained by convergence. Thus, planned tools and expediently 

made tools may be used for the same purpose but they were produced differently (Brown 

2011).  

 Based on his fieldwork observation, Binford (1979) asserted that raw material 

procurement was usually embedded in other subsistence activities that the hunter-

gatherers had scheduled. Further, he contended that raw material acquisition rarely 

happens by direct and devoted forays with the sole purpose of collecting stones. Instead, 

he proposed, the variability in the proportion of stones in the archaeological assemblages 
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is the function of the scale of the habitat that has been exploited from the locality but also 

the function of discard of tools that have been previously manufactured at some other 

locality. The Nunamiut were observed to always collect raw materials when they 

encounter them during scheduled subsistence activities. The encountered raw materials 

were then stored on the landscape at locations that the Nunamiut would likely visit again 

during other scheduled activities (Binford 1979). 

 Although it was important that Binford used ethnographic observations (direct 

observation leading to empirical data on forager behavior) to build his expectations for 

archaeological assemblages it is important to note that Binford was observing the use of 

rifles, steel knives, and sleds among other things. These objects have very different use-

lives compared to objects used by Stone Age hunter-gatherers. Curation (maintenance) of 

a steel knife is different than curation of a stone tipped knife.  

In 1980, Binford (1980), following Beardsley et al. (1956) and Murdock (1967), 

demonstrated that hunter-gatherer mobility maps onto variation in the environment. One 

of the proxies that Binford used for the environment was the effective temperature (ET) 

measure, which although is sensitive to seasonality, was used to show that there is a 

systematic relationship between environments and hunter-gatherer settlement types. 

Then, while looking at ethnographic data about hunter-gatherers, Binford divided the 

variability in hunter-gatherer foraging strategies into two broad strategies, called foragers 

and collectors, and then described the probable archaeological signature of each 

settlement type (Binford 1980). 

 The forager strategy rests on the concept of residential mobility (Binford 1980). 

In short, residential mobility is the movement of the entire group from one location to 



21 
 

another, where the hunter-gatherers move the consumers, themselves, to the resources. 

The foragers use an encounter-based strategy, and gather food on a daily basis and 

seldom store food. Resource distribution and group size determine the number of 

residential moves. Group size and duration of stay and seasonal use of camps will all 

have an effect on the archaeological visibility of residential mobility. Localities, which 

Binford called sites where resources were extracted, should have a low density of 

archaeology. Residential mobility is expected in landscapes where resources are 

homogeneously distributed and available year-round, and thus maximum foraging 

efficiency will result from dispersing the group to resource locations (Kelly 1995: 120). 

Year-round resource availability does not mean that all resources are available at all 

times but rather that there are no parts of the year that are characterized by no resource 

availability.  

 The collector strategy is tied to logistical mobility (Binford 1980). Logistical 

mobility is the movement of a subset of the entire residential group to and from a key 

residential location in order to perform specific tasks. The key residential locations are 

not necessarily defined by food (Kelly 1995: 120). Although collectors usually exhibit 

residential mobility, they typically obtain resources through special trips and they store 

food. Logistical mobility is expected when resources are patchily distributed on the 

landscape and temporally punctuated. Such resources were often predictable on the 

landscape and seasonally abundant. The logistical trips occur when the group is located 

away from critical resources but it is not practical or possible to move the whole group 

from the current place to where the resource occurs. In situations where access to food 

resources is restricted by seasonality, hunter-gatherers have a need for obtaining critical 
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resources in a shorter period of time. Binford proposed that if several critical resources 

need to be obtained during the same short period of time it would lead to more logistical 

mobility. A hunter-gatherer group will obtain maximum foraging efficiency in such a 

situation by aggregation at key residential sites and sending out foraging parties (Kelly 

1995: 120). Archaeologically, resource extraction sites may reflect similar or repetitive 

site function due to many recurring visits through time (Brown 2011).   

 Kelly (1983), following Binford (1980), investigated mobility strategies further 

by focusing on how they relate to the environmental resource structure. Kelly used five 

different variables to measure dimensions of mobility, one example being the average 

distance moved per residential move (Kelly 1995, Kelly 1983). The different dimensions 

were analyzed in relation to the gross abundance and distribution of food, using effective 

temperature (ET) and primary biomass as their measurements. Kelly demonstrated 

several patterns between residential mobility and the environmental resource structure. 

One example is that there is a strong positive relationship between the average distance 

moved per residential move and measures of ET, which in this case Kelly related to 

seasonality (Kelly 1983). 

 

Informal models for understanding technological change 

Many informal models have been developed to explain technological variability not only 

in terms of lithics but all technology used by a foraging group when the changes 

correspond with changes in the behavioral and/or environmental context. The early 

ethnographic studies by Binford are the foundation for much of the body of theory that 

these models are based on (Shott 1986). The models are developed with the goal to 
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explain technological change that has been observed in the archaeological record (Kelly 

1992). What these models have in common is that either they deal with technological 

organization and technological choices directly or they deal with concepts such as risk, 

foraging strategies, and population size that all are potentially linked to technological 

organization and choices foragers make about technology. Binfordôs foundational work, 

summarized above,  resulted in studies of technological organization systems with focus 

on different factors including optimization of technology (Bleed 1986), time stress 

(Torrence 1983), amelioration of risk (Bamforth and Bleed 1997, Bousman 1993, Collard 

et al. 2012, Collard et al. 2011, Torrence 1989), technological strategies associated with 

settlement systems (Kuhn 2004, 1991), population size (Collard, Buchanan, and OôBrien 

2013, Collard et al. 2013), and curated and expedient technologies (Bousman 1993, 

Nelson 1991). Common for most of these studies following Binford is that they take a 

cost/benefit or risk avoidance approach when trying to understand technological 

variability (Brown 2011). It is important to note that these concepts are likely all linked 

and this needs to be taken into consideration. What follows is a discussion and summary 

of the most important work relating to these concepts and technological organization and 

I draw on Brownôs (2011) comprehensive review of these works when appropriate.  

Early efforts focused on the concept of time-stress and the optimization of 

technology (Torrence 1983, Bleed 1986). Torrence (1983) proposed that technology used 

for subsistence should vary according to two factors related to time stress: the severity 

and the character of time stress. Scheduling of toolmaking with respect to the overall 

requirement of the subsistence activity should influence technological variability. 

Binfordôs embedded procurement, according to Torrence, is a good example where time 
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scheduled for tool making and maintenance is built into other activities. She further 

proposed that the time available to accomplish tasks should be inversely correlated with 

the diversity and complexity in a tool assemblage because tools that are more specialized 

perform tasks more efficiently. The presence of complex and modular tools may indicate 

forward investment in the production of compound tools or modular tools, which 

facilitated easy replacement of parts when time is at a minimum (Brown 2011). Using 

this foundation, Torrence (1983) ranked time stress encountered by ethnographic hunter-

gatherers using ethnographic data from Oswalt (1973). Time stress was ranked according 

to latitude and seasonality, which were used as a proxy for time stress. She found that as 

latitude increases so do tool diversity and complexity (both in number of components per 

tool and per toolkit). She used this linear relationship to propose that time stress and 

scheduling conflict in higher latitudes where availability of resources are seasonally 

controlled are at least partially responsible for the level of investment of technology 

observed in the ethnographic data (Brown 2011). A problem with using Oswaltôs (1973) 

study is that the concepts of tool diversity and complexity are both subjective. Diversity 

is based on the number of subjectively identified tools, while tool complexity is based on 

the number of subjectively identified tool components. Thus, calculations of tool 

diversity and complexity can be skewed depending on how many tool types or parts one 

recognizes in a tool system. 

 Bleed (1986) took a different approach. He used principles of modern engineering 

and ethnographic observations to predict the most efficient or optimal design of weapons 

and tools within the forager versus collector framework created by Binford (1979). He 

defined efficiency as the output of a technology divided by its cost. Bleed then created a 
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distinction between óreliableô and ómaintainableô tools. Reliable tools are designed to 

always work when they are needed and tend to be overbuilt to minimize failure and be 

able to function well below their maximum capacity, which is facilitated by having many 

redundant components and typically having a built-in backup system. A specialist with a 

toolkit designed to be able to handle all situations that can arise during repairs performs 

maintenance at scheduled events in advance of use. Reliable technologies are more likely 

to be adopted by collectors since they have scheduled resource acquisition where food 

resources need to be acquired in bulk during narrow and predictable time windows, and 

that the predictable nature of the food resources allows predictable downtime for 

scheduled maintenance of tools in advance of resource extraction (Brown 2011). Bleed 

contended that the Nunamiut that Binford studied used reliable technology particularly in 

terms of maintenance of tools in advance of hunting. Bleed cited the observations of 

periods of intensive equipment preparation prior to hunts, the carrying of multiple rifles 

for caribou hunting, and repair kits with the possibility to fix a range of problems. An 

issue with comparing the reliable technology concept with Binfordôs study is the fact that 

the Nunamiut used rifles, which is not comparable to weaponry used by Stone Age 

hunter-gatherers.  

 Conversely, ómaintainableô tools are simpler in design and construction, consist of 

relatively fewer parts than reliable tools, and are created to be easily repaired or to be 

easily repurposed for a different use (Bleed 1986). Because the failure of one part results 

in the failure of the whole tool, the repair kit is more specialized and incorporates spares 

for parts that might be expected to fail. However, maintainable tools may still work when 

compromised and can be easily adapted for another unanticipated use. Maintainable tools 
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are typically repaired by the user as they break and not during scheduled events in 

advance of subsistence activities (Brown 2011). Bleed used the !Kung and Yanomami 

groups, considered to be foragers, as an example of hunter-gatherers that used 

maintainable technology. Both groups use modular-based hunting kits that are simple and 

lightweight with no redundancy in design, and they carry repair kits with modular parts. 

Although there is observed specialized tips among the Yanomama they have to be 

repaired after each shot so they can be used again. 

 Based on this, Bleed (1986) proposed that the best means for evaluating 

efficiency in design of hunting technology is to look at scheduling of tool use and the cost 

of failure. One could envision situations where both reliable and maintainable design 

elements could be incorporated into a single system. However, reliable systems are 

typically very costly to build, maintain, and transport. This may be the case but not when 

using rifles as the example as Bleed did with the Nunamiut. A rifle might be costly in 

monetary terms but the forager does not have to procure all the different parts of the 

weapon and manufacture it. The rifle comes ready-made. This needs to be kept in mind. 

Nevertheless, according to Bleed, when the cost of failure is high (e.g. failure to capture 

prey can lead to starvation due to lack of alternative resources to extract), meaning that 

the risk is high, the hunter-gatherer should use reliable tools. On the other hand, when the 

cost of failure is low (risk is low), the hunter-gatherer should rely on maintainable tools 

because they are less costly to manufacture and transport. Bleed (1986) contended, in 

disagreement with Torrence, that latitude is not always a good predictor of the type of 

technology in the past because the Central Eskimo toolkit in terms of maintainability is 

very similar to the !Kung and Yanomama. That is not to say that the Central Eskimo and 
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the !Kung had the same technology but that their technology was built on similar 

principles of maintainability, and available opportunistic hunting opportunities. Further, 

he proposed based on his observations that hunter-gatherers in the past would alter their 

technology to reach an optimal solution in their environmental context (Brown 2011). 

 Torrence (1989) took Bleedôs reliable and maintainable tools concepts and 

proposed that they should be treated as separate variables and not as a continuum. She 

proposed that human mobility is not necessarily associated with choice of technological 

strategy but rather that technological strategy is more likely associated with tool use 

frequency, prey mobility, and the temporal and spatial availability of prey. According to 

Torrence, hunter-gatherers will invest in technology and will make a greater diversity of 

tools when the risk of failure is high (if the forager risks going without food because the 

food resource will not be available for a considerable amount of time (e.g. seasonal 

availability) then the risk of failing to extract such a resource is high ï the forager might 

face starvation). Technology for hunting mobile prey is the most complex, while plant-

gathering tools are the least complex because hunter-gatherers that have broad diets are 

under less stress and typically have plant foods in their diets, and they invest less in 

technology (Brown 2011). Additionally, Torrence pointed out that some of the most 

complex tools, what Oswalt (1973) called untended facilities for trapping and disabling 

prey, are very seldom found in the archaeological record due to poor preservation. This is 

a good point. However, preservation has most likely also eroded away evidence for more 

complex technology linked to plant or other edible organic food processing. 

 Others, however, contend that it is not the case that hunter-gatherers that have 

broad diets are under less stress (Broughton 1997, 1994, Broughton and Grayson 1993, 
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Hawkes and OôConnell 1992). Broad diets reflect more stress as the forager has to pursue 

lower ranking prey items to maintain the caloric budget. A plausible effect of having to 

pursue lower ranked prey due to decline in returns from high-ranked prey is investment in 

technology to be able to handle such prey (Bright, Ugan, and Hunsaker 2002, Knecht 

1993, Kuhn and Stiner 2001, Ugan, Bright, and Rogers 2003). 

 Torrence (1989) made another important point by cautioning against viewing 

technological complexity as a linear trend in time. She pointed out several examples in 

the more recent archaeological record where more formal tools have been replaced by 

more expedient technologies made from lower quality materials. To her, risk and the 

severity of loss condition the investment in technology. Risk and severity of loss can be 

assessed by looking at the abundance of alternative resources, which according to her 

were plant-resources. Torrence (1989) argued that risk arises whenever a hunter-gatherer 

group is dependent on mobile prey, which may only be available on a seasonal basis. She 

divided tools into two classes: tools that are good at minimizing resource variation in 

space, and tools that are good at coping with temporal variability. 

 Using that framework Torrence (1989) then proposed that when hunter-gatherers 

were selecting raw materials they would choose the least costly raw materials suited for 

the intended task. An example of this is that maintainable tools may require materials that 

are more amenable to recycling. Torrence argued that raw material choice is not 

independent of tool use. She disagreed that raw material availability (c.f. Andrefsky 

1994) has an influence on selection, and she viewed the total technological system 

including raw material choice as a way to solve a problem. Bamforth and Bleed (1997) 

echoed that view and contended that the raw material selection stage of stone tool 
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technology was potentially very important because it could set the range for what types of 

tool-forms and flaking outcome that could be produced. Bamforth and Bleedôs arguments 

will be discussed further in a later part of this chapter when discussing the role and 

importance of raw materials in technological organization. 

In an effort to coalesce earlier work by Torrence, Bleed and others, Bousman 

(1993) tried to unite foraging theory with the concept of technological organization. He 

pointed out that patch and prey foraging models from optimal foraging theory do not 

include the input of technology and that archaeologists need a uniform body of theory to 

explain why past technologies changed. Because patch and prey foraging models 

normally lack the input of technology, Bousman (1993) proposed that technology should 

be included in the search and handling costs due to the need for tools when humans are 

foraging. Based on this, he proposed similarly to Torrence (1989) that diet-breadth should 

increase if technology costs are minimized and conversely should decrease when 

technologies that are more expensive are utilized. As noted above, this has been contested 

by researchers using prey-choice models drawn from Optimal Foraging Theory (e.g. 

Broughton 1997, 1994, Broughton and Grayson 1993, Hawkes and OôConnell 1992).  

Further, Bousman (1993) proposed that the resource structure of a given 

environment should be characterized by abundance, temporal availability, and spatial 

distribution of the resources. This created needed nuance to how archaeologists discuss 

the characteristics of resources in the environment. He proposed that the predictability of 

food resources should be viewed in terms of constancy, which is when resources are 

spatially and temporally stable all year round, and contingency, which is when resources 

are predictable but only seasonally available. Shellfish are examples of food resources 
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that have a degree of constancy, while seasonal fish runs have a degree of contingency. 

This is an important point. Resources that have a low degree of both constancy and 

contingency have low predictability. 

Based on this way of characterizing resource structure Bousman predicted 

expected technological patterns for Binfordôs (1980) foragers versus collectors 

framework. Foragers were proposed to be time-minimizers favoring extending the use 

life of extractive technology and work to reduce production and maintenance costs of the 

repair kit. The forager pattern is associated with more spatially disbursed and less 

predictable resources. Conversely, collectors spend more time investing and maintaining 

extractive tools and the associated repair kit and are associated with a predictable 

resource structure (Brown 2011). Bousman proposed that depending on the resource 

structure, the forager and collector patterns could alternate and coexist. 

Similar to Torrence, Bousman (1993) assessed risk based on the outcome of food 

collection. However, he contended that costs and benefits of technology could be 

manipulated in different ways. Bousman proposed that toolmakers have four primary 

strategies to increase the efficiency in terms of time allocation and handling costs. 1) The 

toolmakers can decrease the production time by making expedient tools, which are tools 

defined by minimal alteration. If such an expedient strategy is planned then either raw 

materials need to be readily available in terms of abundance on the landscape or available 

at pre-stocked caches of stone. 2) The toolmakers can increase the use life of the tools by 

making maintainable tools as defined by Bleed (1986). The life of such tools is extended 

by repair or resharpening. The cost of raw material acquisition is reduced by maintaining 

the tools. 3) Efficiency can be increased by creating reliable tools as defined by Bleed 
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(1986). When the risk of failure is high (meaning that failure to extract the particular 

resource leads to the forager having to wait a long time to get a similar chance) and when 

food resource packages are big and can be obtained in bulk then toolmakers should use 

reliable tools. However, reliable tools are costly and require a lot of planning. 4) The 

toolmakers can increase production volume to increase the efficiency of tools (e.g. 

increase the amount of cutting edge produced per unit of stone). Technologies that are 

more efficient can increase the yield of tools from a given amount of raw material. 

Bousman proposed that this type of strategy can decrease raw material acquisition costs. 

Building on the work of Bleed and Binford, Bousman (1993) proposed that the 

concept of curated tools should be subdivided into maintainable tools and reliable tools. 

The characteristics of curated tools should include tools that are made and planned in 

advance of use, tools that are transported maintained, flexible, reshaped, and tools that 

are stored (Brown 2011). He proposed a hypothetical triangle where maintainable, 

reliable, and expedient technologies are the three corners but they do not necessarily 

represent mutually exclusive strategies. There are two reasons for why the strategies are 

not mutually exclusive: (1) stone types will greatly influence tool use-life and curation 

rates for all tools made regardless of strategy; (2) raw material availability, which 

constrains what can be accessed to make tools regardless of strategy, is a function of 

mobility range size and pattern, natural abundance, and potentially material exchange 

(Bousman, 1993). 

 A different approach to looking at technological variability is to look at how the 

mobility and foraging strategy affected the archaeological assemblages in terms of 

diversity; whether tools were curated or used expediently when linked to specific 



32 
 

mobility strategies. Shott (1986) following Binford (1980) conducted a study aimed at 

technological organization and mobility. He investigated the relationship between 

assemblage diversity and relative mobility. Shott (1986) used artifact data and mobility 

information from many ethnographically described hunter-gatherer groups. He found that 

artifact diversity has an inverse relationship with residential mobility, where artifact 

diversity decreases as mobility increases (Shott 1986). 

 Parry and Kelly (1987) who focused on the relationship between the relative 

abundance of formal and expedient stone tools in relation to mobility strategies and 

hunter-gatherer sedentism presented a similar finding. Sedentism is a term closely linked 

to hunter-gatherer mobility, and many archaeologists tend to see sedentism as emerging 

on a continuum of residential mobility and see sedentism as an important social and 

behavioral threshold (Kelly 1992). Parry and Kelly (1987) demonstrated a general trend 

from formal tool use to expedient tool use relative to mobile and sedentary populations in 

the North American prehistory. They showed that, as hunter-gatherer groups became 

more sedentary, their technological organization became more expedient, in which the 

groups relied less on formal tools and conserving raw materials (Parry and Kelly 1987).  

Kuhn (1991) following Parry & Kelly (1987), used the amount of retouch on 

stone tools, which Kuhn saw as a proxy for how formal a tool technology was, to 

investigate mobility when studying Italian Mousterian Middle Paleolithic assemblages. 

Kuhn demonstrated a positive relationship between short occupation span and high 

frequency of retouch. Frequent moves with a residential mobility system put pressure on 

curating materials to prevent shortfalls. However, Kuhn (1991) also showed that raw-
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material availability, differential transport of raw materials and tool functions all affected 

stone tool variability, and thus the technological organization. 

 Riel-Salvatore and Barton (2004) proposed a new methodology to study the 

technological organization of hunter-gatherer groups in relation to their mobility 

strategies. Using volumetric artifact density from excavations and the frequency of 

retouched tools within a given lithic assemblage, they gauged if tool assemblages resulted 

from a residential or logistical mobility strategy (Riel-Salvatore and Barton 2004). This 

approach was different from past ones as it relied on palimpsests of assemblages to 

understand technological variability. Using palimpsests is important as it limits the 

inherent variability of technological change or change in site use in the short term, which 

both can be subject to taphonomic bias. Instead, a palimpsests approach gives a view of 

the long-term technological adaptation and mobility strategy at a site (Barton and Riel-

Salvatore 2014). 

 To link assemblage composition and mobility strategy, they used the concepts of 

curated and expedient tools following Nelson (1991), which articulated a clear difference 

between curated and expedient lithic assemblages in the archaeological record. The two 

concepts occupy the ends of a continuum of economic behavior where curated 

assemblages are recognized by highly conservative use of raw materials and a high 

frequency of retouch, and expedient assemblages resulting from a liberal use of raw 

materials and a relatively low frequency of retouch (Riel-Salvatore and Barton 2004). 

Relying on a behavioral ecology theoretical framework (Bird and OôConnell 2006, 

Winterhalder and Smith 2000) and optimal use of tool utility under different mobility 
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strategies, they align curated assemblages with residential mobility and expedient 

assemblages with logistical mobility on a continuum (Riel-Salvatore and Barton 2004). 

Overall, these informal models created to gauge mobility in the archaeological 

record share the strength of being easy to operationalize because they are general in form 

and thus easy to apply to archaeological contexts. Although grounded in a behavioral 

ecology theoretical framework and concerned with optimization of currencies relative to 

some constraint, these informal models are empirically built on ethnographical and other 

archaeological data, which have helped make the concepts operational and testable. 

These informal models set the foundation for a better understanding of technological 

variability and organization and its connection to mobility and foraging strategies. 

 

From informal to formal modeling 

A problem with most of these previous studies is that they developed propositions by 

building verbal arguments based on archaeological patterns and sometimes ethnographic 

observations, and then tested those patterns with interpretations of archaeological data 

(Surovell 2009: 10). The risk arising from this is that the chain of inference about 

proposed human behavior in the archaeological record becomes circular if observed 

archaeological patterns are tested against a model built on interpretations of 

archaeological data. It is important to note that although some of the informal models 

were built using ethnographic observations (e.g. Binford 1980, 1979, 1977, Shott 1986) 

there is a lack of empirical tests using ethnographic data of either key assumptions or 

predicted relationships in most of these cases. Further, the models are so generalized that 

it can be unclear whether the predictions follow directly from implied goals, currencies, 
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and constraints (Bird and OôConnell 2006, Surovell 2009). One can risk creating and 

applying a model that lacks a logical foundation due to imperfect or at least 

unsubstantiated premises (Surovell, 2009: 2). It is worth noting however that all models 

(formal or informal) began as informal ideas, concepts, and frameworks. Nevertheless, 

Kelly (1995: 56) argued: ñat present, then, many interpretations of stone tools 

assemblages as indicators of mobility are subjective, intuitive, and sometimes 

contradictory.ò 

 Some of the contradictions can arise from the data itself. There are several 

problems and limitations in linking aspects of technological organization such as 

frequency of retouched tools recovered today or raw material selection with past 

ecological behaviors such as mobility and foraging strategies. The first set of problems 

are caused by taphonomic processes starting with the discard behavior of the foragers 

(Binford 1977), and then post-depositional processes acting on the assemblages 

(Bernatchez 2010, Dibble et al. 1997, Enloe 2006, Kuman 1989, Lenoble and Bertran 

2004, Lenoble, Bertran, and Lacrampe 2008, McPherron, Dibble, and Goldberg 2005, 

Oestmo et al. 2014, Schiffer 1975), and finally, the recovery methods of archaeologists 

(Lombard 2008b, Marean et al. 2004). These three sets of problems are not exclusive to 

informal models but also apply to formal models. However, a problem that is more 

associated with informal models is the use of subjectively created artifact classes and 

typologies. One example is the model created by Shott (1986) where artifact diversity 

was found to be inversely correlated with mobility. The measure of artifact diversity is 

obviously subjective and depends on how many artifact types one has built into a 

typological or classification system. When using typologies an archaeologist runs the risk 
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of having automatic prior assumptions about what a technology should look like or what 

it constitutes. This risks defining measures that ensure the outcome that is proposed. 

Ideally, when drawing a hypothesis from operational variables that are subjectively 

defined the hypothesis should be blind-tested. 

 A good example of contradictory results is the use of the concept of curation to 

investigate mobility strategies by Binford (1977, 1973) and Bamforth (1986). Binford 

(1977: 35) proposed that a greater reliance on curation was the optimal solution to the 

problem of moving food to the consumers because it increased tool efficiency in terms of 

the work output relative to the investment in manufacturing (Binford 1977). Conversely, 

Bamforth (1986) contended that raw-material availability is the ultimate conditioning 

factor on stone tool maintenance and recycling (retouch) (Bamforth 1986: 40). Bamforth 

(1986) found when testing his model against both ethnographical and interpretation of 

archaeological data that high rates of stone tool maintenance and recycling were in some 

cases more associated with foraging strategies as opposed to collecting strategies. 

 These differing results when using the same concept highlights a serious problem 

with informal models. Binford and Bamforth had different and implicit assumptions and 

did not define curation specifically. As noted above, Binford studied steel knives, rifles, 

and sleds among other things used by the Nunamiut, which of course have different use-

lives compared to stone tools. They both tested their predictions against archaeological 

data and some ethnographic observations and found their hypotheses to be supported. 

However, there are no direct systematic observations of any group making and using 

stone tools where we also know mobility patterns and foraging strategies. Thus, there is a 

risk of being right for the wrong reason since there is no reason to trust the validity of the 
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theoretical model (Surovell 2009: 11). Further, because many informal models do not 

have explicit predictions that have to follow the assumptions it potentially makes the 

models not logically valid (Surovell 2009: 2). 

 Based on this, this study advocate for the formalization of models that tries to 

explain technological variation or aspects of technological organization. This study is far 

from being the first to attempt such an approach. Most of these models are grounded in 

an Optimal Foraging Theory (OFT) model framework or in the broader overlaying 

Behavioral Ecology (BE) theory. What follows is a review and summary of attempts to 

formalize such models.  

 

Optimal foraging theory (OFT) and its applications to archaeology 

The study of how a hunter-gatherer group organizes technology is well suited to an OFT 

framework (Charnov 1976, Charnov and Orians 1973, Krebs and Davies 1984, Maynard 

Smith 1978, Stephens and Krebs 1986) because decisions about raw material selection, 

procurement, tool production (including heat-treatment), and use must be made at 

virtually every stage of the process, and those decisions can be modeled as optimization 

problems (Surovell 2009). Formal models from OFT is a subset of models from 

Behavioral Ecology (BE), and are tools that can help a researcher formulate testable 

hypotheses about potential fitness-related trade-offs individuals could face in a given 

socio-ecological context (Bird and OôConnell 2006). In other words, they offer a 

framework for researchers to organize testable propositions about behavior (Bird and 

OôConnell 2006). Specifically, models from OFT are designed to test hypotheses about 

individual behavior under a specified set of conditions (Bird and OôConnell 2006).  
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A formal model is a model that is constructed mathematically, built from 

equations, expressions, algorithm, or code. Formal models have the advantage of having 

explicit predictions that must derive from their assumptions, making them logically valid 

(Surovell 2009: 2). By nature, mathematical formal models entail causal relations that 

have unambiguous predictions (Surovell 2009). Additionally, the behavioral ecology and 

OFT grounding and the mathematical construct should result in more objective models 

compared to verbally constructed informal models. 

 It is important to note that the ñmodels themselves are never testedò (Bird and 

OôConnell 2006: 146). Instead, ñit is the situation-specific assumptionsò or hypotheses 

that the given model application require that will be tested. These assumptions or 

hypotheses apply to the fitness-related goal of behavior, the decision variable that is 

associated with achieving that goal, the trade-offs linked with the decision variable, one 

or more currencies used to evaluate the trade-offs, and the constraints that define or limits 

the agentôs situational response (Bird and OôConnell 2006: 146). When modeled as a 

series of dependent relationships, the assumptions (hypotheses) enable the researcher to 

generate predictions about behavior under the given circumstances (Bird and OôConnell 

2006: 146). If there is a mismatch between predicted and archaeologically inferred 

behavior it implies ñeither that one or more of the specific hypotheses about goals, 

decision variables, trade-offs, currencies, and constraints are wrongò and thus needs 

reassessment, or it might imply that the model itself is ñinappropriate to the behavioral 

question being addressedò (Bird and OôConnell 2006: 146). Additionally, a mismatch can 

happen because instead of testing against direct observations of behavior the testing is 
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against archaeologically inferred behavior where the inferences themselves are 

potentially erroneous. 

 It is useful here to summarize the most well-known OFT model, the Prey Choice 

Model (PCM) (Bird and OôConnell 2006, Emlen 1966, MacArthur and Pianka 1966). 

Bird and OôConnell (2006: 147) give a good summary of the PCM so I draw on their 

summary below. The PCM makes a distinction between search and handling, which are 

two mutually exclusive aspects of foraging. Bird and OôConnell (2006) defined handling 

as including all activities associated with pursuit, capture or collection that happens after 

whatever is targeted is encountered. A more useful definition of handling when applying 

the PCM to non-edible resources such as lithic raw materials is all the time required after 

a resource is encountered and before the utility of a resource can be realized. It also 

includes activities associated with prepping the prey for consumption. For this study, that 

means the manufacturing part of stone tool production. The PCM is designed to address 

whether a hunter-gatherer should handle the encountered prey or continue to search for 

another prey that might give the hunter-gatherer a better return relative to time spent 

searching for, collecting, and processing (Bird and OôConnell 2006). To be able to 

answer this question, Bird and OôConnell (2006: 147) stated that the PCM assumes that 

the goal of the foraging activity is to maximize the rate of energy capture, which is the 

currency. A more precise description is that the PCM assumes rate maximization of 

nutrient capture but t to be able to operationalize the PCM the currency was simplified to 

energy capture. The decision the agent faces is whether to handle a particular prey when 

encountered or to move on to search for another prey that might yield a higher net-return 

rate, which is the trade-off (Bird and OôConnell 2006). Further, the PCM operated under 



40 
 

the constraints that the agent can estimate or knows the encounter or post-encounter 

return rate relative to the handling cost of all potential prey types. In addition, the agent 

searches in a landscape where types of prey are mixed and the chance of encounter is 

random relative to the abundance of the prey types (Bird and OôConnell 2006: 147).  

 The PCM posits that if an agent wants to maximize foraging efficiency, the post-

encounter profitability of a targeted item needs to be ñequal to or greater than the 

expected overall foraging net return, including search.ò Further, the model predicts that 

the prey that has the highest rank will always be taken when encountered, while prey 

types that are less profitable are added to the diet in descending rank order until the on-

encounter return from the prey type with the next lowest-rank falls below the expected 

return from searching for and handling all resources of higher rank (Bird and OôConnell 

2006: 147). All such resources that fall below will by definition decrease the average 

return of the environment as a whole, which means that they ñwill be bypassed 

consistently in favor for a continued search for profitable preyò (Bird and OôConnell 

2006: 147). In addition, the PCM also predicts that the post-encounter profitability of a 

given prey type and the rate at which all higher-ranked prey types are encountered 

controls the inclusion of a given prey type rather than the abundance of a given prey type 

or the encounter rate (Bird and OôConnell 2006: 147). 

 There is evidence for the assumption that living organisms are designed to be 

optimizers (Alexander 1996, Krebs and Davies 1984) because natural selection favors 

behaviors that maximize fitness, rewarding optimization within a given environmental 

context (Surovell 2009). However, it is important to note that (1) nothing is never 

perfectly maximized, and (2) it is not always the case that an organism maximizes any 
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specified currency other than fitness because of tradeoffs and realities of biological 

mechanisms. Currencies and other fitness-related goals can conflict, which can lead to 

inevitable tradeoffs. Nevertheless, a number of studies show that aspects of hunter-

gatherer behavior can be better understood in the context of optimal foraging theory 

(Hawkes, Hill, and OôConnell 1982, Hill et al. 1987, Hill and Hawkes 1983, OôConnell 

and Hawkes 1981, Smith 1991, Smith 1981, Winterhalder 1981). However, whether the 

concept of optimality behavior can be applied to hunter-gatherers has been debated and 

critiqued (Bishop 1983, Dawkins 2006, Jochim 1983, Keene 1983, Lee 1979, Sahlins 

1976, Schrire 2009). Those against argue that optimal foraging models treat cultural 

factors as trivial (Bishop, 1983), and dehumanize the behavior of foragers (Schrire, 

2009), or obscures the difference between the needs of an individual and the needs of the 

society (Keene, 1983). These are important concerns. Another concern, the assumption 

that the forager has perfect knowledge about the environment and encounter rates with 

prey items, which is inter-linked with the concept of risk as it pertains to the effect of risk 

on a foragerôs utility or fitness and thus optimal choice between strategies (Smith 1991, 

Smith and Boyd 1990) will be discussed further below (Chapter 11). 

Applications of OFT models to the archaeological record have focused on six 

general issues (Bird and OôConnell 2006): 

1) Diet breadth change among hunter-gatherers and the question of intensification 

(e.g., Basgall 1987, Bayham 1979, Beaton 1991b, Botkin 1980, Bouey 1987, Broughton 

2004, 2002, 1999, 1997, 1994, Cannon 2000, Edwards and OôConnell 1995, Erlandson 

1991, Glassow 1996, Glassow and Wilcoxin 1988, Grayson 1991, Hildebrandt and Jones 

1992, Jones and Richman 1995, Kennett 2005, Kennett and Kennett 2000, Mannino and 
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Thomas 2002, Nagaoka 2002, OôConnell, Jones, and Simms 1982, Raab and Bradford 

1997, Raab and Larson 1997, Raab 1996, Raab et al. 1995, Raab 1992, Raab and Yatsko 

1992, Perlman 1980, Porcasi, Jones, and Raab 2000, Simms 1987, Stiner and Munro 

2002, Stiner, Munro, and Surovell 2000, Stiner et al. 1999, Szuter and Bayham 1989, 

Wolgemuth 1996, Yesner 1989). 

2) The origins and diffusion of domestication of plants and animals (e.g., Alvard 

and Kuznar 2001, Diehl 1997, Dominguez 2002, Foster 2003, Gremillion 2004, Hawkes 

and OôConnell 1992, Keegan and Butler 1987, Keegan 1986, Kennett and Winterhalder 

2006, Layton, Foley, and Williams 1991, Piperno and Pearsall 1998, Redding 1988, 

Russell 1988, Winterhalder and Goland 1997, Wright 1994). 

3) Central place foraging (e.g.,Barlow and Metcalfe 1996, Bettinger, Mahli, and 

McCarthy 1997, Bird et al. 2002, Cannon 2003, Elston and Zeanah 2002, Metcalfe and 

Barlow 1992, Lupo 2001, Lupo and Schmitt 1997, OôConnell and Marshall 1989, Orians 

and Pearson 1979, Zeanah 2004, 2000),  

4) Colonization processes and competitive exclusion among hunter-gatherers 

(e.g., Beaton 1991a, Bettinger and Baumhoff 1982, Keegan 1995, Keegan and Diamond 

1987, Kennett, Anderson, and Winterhalder 2006, Kelly 1999, Meltzer 2002),  

5) Animal skeletal element transport (see Marean and Cleghorn 2003 and 

references therein), and  

6) Links between foraging and technology. Compared to the other issues such as 

diet breadth and origins of domestication, links between foraging and technology have 

received relatively little attention (Bird and OôConnell 2006). Although, as stated above, 

many early studies on technological organization and its link to foraging behavior used a 
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BE framework they did not use formal models with explicitly stated goals, currencies, 

decisions, trade-offs, and constraints (Bird and OôConnell 2006). However, applying 

OFT to technological choices has several issues: 1) there is no theory to predict the suite 

of alternative technologies that will arise. Instead one can only evaluate alternative 

technologies that are known to exist; 2) Adaptation of technology is affected by cognitive 

mechanisms other than just those that evaluate rate gain maximization. Such cognitive 

mechanisms include social learning prejudices (Bandura 1977) and signaling (Gurven et 

al. 2009, Bird, Smith, and Bird 2001) that can both affect which technologies are chosen 

regardless of gain rates. 3) In addition, the evolution of cultural preferences in tandem 

with functionally optimal technologies sometimes requires cultural group selection 

(Soltis, Boyd, and Richerson 1995, Henrich 2004). These issues need to be taken into 

account when applying an OFT framework to technological choices. Models derived 

from the OFT or BE framework that have focused on links between foraging and 

technology pertain to this dissertation and will be summarized and discussed in the 

following section. 

 

Formal models for understanding technological change 

The formal models reviewed below can be divided into two broader categories: 1) 

analytical optimization models, 2) simulation-based models that utilize agent-based 

models or other computer-based tools to understand technological or behavioral change. 

In the first category, some of the models have investigated investment in technology or 

focused on time-costs linked to technology as a part of the rate maximization equation. 

These will be the focus of a summary and review below. Others have focused on why 
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certain core types such as Levallois core technology prevail across large spans of time 

and space (Brantingham and Kuhn 2001), or when one should field-process a stone 

nodule instead of bringing the whole nodule back to a campsite (Beck, Taylor, and Jones 

2002, Metcalfe and Barlow 1992). Additionally, work by Surovell (2003, 2009) has 

focused on creating a behavioral ecology framework for lithic technology.  

 Surovell (2009, 2003) built on the previous formal models by Kuhn (1994) and 

others (e.g. Brantingham and Kuhn 2001, Metcalfe and Barlow 1992) to create a whole 

suite of new formal models aimed at building a stronger foundation for lithic technology, 

technological organization and mobility strategy studies in behavioral ecology. I will 

review one of his models here. Surovell (2009) called it the ñMean Per Capita 

Occupation Spanò model, and it models artifact accumulation where the goal is to derive 

archaeological measures of occupation span and reoccupation of sites using only 

attributes of technological organization (Surovell 2009: 58). Surovell (2009: 58) stated, 

ñBecause occupation span and the frequency of residential mobility are inversely related, 

measures of occupation by their very nature are also measures of mobility.ò Thus, these 

measures of mobility can then be used as independent variables for the investigation of 

technological variability or technological organization (Surovell 2009: 58). 

 Surovell (2009: 68) defined the concept of ñmean per capita occupation span as 

ñthe average length of stay per site occupant.ò and (2009: 70) argued that it is more 

useful than occupation span because it should be independent of the number of 

occupations. Moreover, Surovell (2009: 70) argued, ñIf the archaeological record is seen 

as the product of individual agents operating in time and space, and the behavioral 

phenomena we wish to study are the cumulative product of individuals, then the per 
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capita measure should be a more accurate reflection of the by-products of those 

behaviors.ò 

 Surovell (2009: 74) constructed the model with two main variables; transported 

and locally acquired artifacts. The model assumes that a forager arrives at a site with a 

transported toolkit, and upon arrival, the forager replenishes the toolkit to some optimum 

size of artifacts with locally acquired raw materials (Surovell 2009: 74). All things being 

equal; the model predicts that as occupation span is lengthened, artifacts acquired locally 

will increasingly dominate archaeological assemblages. Thus, short-term occupation of a 

site should equate to a relatively high proportion of transported artifacts, while long-term 

occupation of a site should equate to a relatively low proportion of non-locally acquired 

artifacts (Surovell 2009: 77). Because the size of a transported toolkit is limited (a forager 

only has so much space to carry things), it influences the discard rates of transported 

artifacts into a site. Thus, the ratio of local to nonlocal raw materials represented by 

transported and locally acquired tools should provide a proxy measure for mean 

occupation span per site occupant (Surovell, 2009). Support for this proposition was 

found with archaeological data from both North America and Australia. 

 A limitation with the occupation span models is that it relies on the proper 

identification of local versus non-local raw materials. Surovellôs study cases from North 

America and Australia involves distinct raw materials with well-known proveniences on 

the landscape (Surovell, 2009). However, the distinction of what is local and what is non-

local materials in the South African Middle Stone Age (MSA) record has been debated, 

where the identification of silcrete being an exotic non-local raw material features 

prominently (Ambrose 2006, 2002, Ambrose and Lorenz 1990, Minichillo 2006). The 
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original argument that silcrete was an exotic and non-local material was based on the 

observation of its rise in frequency during the Marine Isotope Stage (MIS5) to MIS4 

transition, which was argued to indicate that foragers changed how they moved about the 

landscape (Ambrose and Lorenz 1990). 

 However, two different studies have changed that perception. 1) Minichillo 

(2006) argued that silcrete and other fine-grained raw materials as observed in the Klasies 

River record are local raw materials obtained from secondary sources, mainly cobble 

beaches. This suggested that these exotic raw materials could be obtained inexpensively 

in terms of time-cost (Minichillo, 2006). An outcome of this was more pressure to 

conduct more detailed provenience studies of raw material to be able to discern which 

raw materials are local and which are not, and to highlight whether raw materials come 

from primary sources or secondary sources. 2) In the second important study, Brown et 

al. (2009) showed that silcrete at Pinnacle Point has been heat-treated. They showed that 

the appearance of silcrete as fine-grained and óexoticô as observed in the archaeological 

record from PP5-6 is due to heat-treatment. Prior to this finding, it had been hard to 

source silcrete because the archaeological silcrete seldom looked like the silcrete found 

on the landscape. The finding that foragers heat-treated silcrete showed that what 

appeared as a fine-grained non-local raw material without any clear proveniences on the 

landscape could instead be local silcrete that was heat-treated to improve the quality. 

 Combined these two findings show that what constitute local and non-local raw 

materials in the MSA record at Pinnacle Point, and potentially elsewhere is complex. The 

ñMean Per Capita Occupation Spanò model appears to be an excellent avenue to look 

independently at mobility in the archaeological record at Pinnacle Point but in the 
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absence of proper identification of what constitutes local and non-local raw materials, 

this study will not attempt to utilize Surovellôs model. 

 

OFT-derived models 

The following review will focus on formal models that have investigated investment in 

technology, or focused on the time-costs of technology as a part of the rate-maximization 

equation. 

 An early formal model dealing with technological organization and mobility in 

the first category is the ñMobile Toolkitsò model created by Kuhn (1994). The model 

explored two different technological trade-offs in the design of mobile toolkits. The 

alternative technological strategies have associated costs and benefits that can be 

modeled with respect to a currency and thus to define optimizing behaviors (Surovell 

2009: 16). The two central questions asked by the model (Kuhn 1994: 426) were that if 

one assumes that mobile toolkits are designed to maximize durability, functionality, and 

versatility at the same time as minimizing weight, 1) should a group of foragers carry 

cores (mostly unused mass of raw materials) or tools/tool blanks?; 2) should they 

transport a few large tools or a number of small tools? Kuhn (1994: 438) stated that the 

major assumption of his model is that when a forager is making tools for more or less 

continuous transport the predominant concern is to maximize potential utility relative to 

the cost of transport. More specifically the model assumes a currency of utility divided by 

mass, and the goal of the model is to find the technological solution that maximizes this 

quantity for a toolkit. Utility  is defined as the potentiality to produce usable flake edges, 

measurable relative to a minimum usable size for tools and cores (Surovell 2009: 16). 
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Kuhn (1994) derived two predictions. First, mobile toolkits should contain tools or tool 

blanks rather than cores because of more usable flake edge per unit mass. Secondly, 

transported tool blanks should optimally be between 1.5 and 3 times bigger than their 

minimum usable size. This result is based on the assumption that utility is proportional to 

artifact length, which in turn is assumed to be proportional to the potential for 

resharpening or renewal. Kuhn (1994: 439) did not test his model against ethnographical 

or archaeological data but states that it is ñone potential avenue for recognizing even 

more fundamental limitations in how we think humans behave.ò Kuhnôs model stands 

today as perhaps the only model put forward that uses an explicit currency combined with 

trade-offs and time-cost in an attempt to predict technological change. Because of the 

inherent detail needed in testing Kuhnôs model it has not been applied to archaeological 

records because of a lack necessary resolution in the archaeological data. 

 Elston and Brantingham (2002) focused on microlithic technology and its role in 

hunter-gatherer adaptive strategies by looking at tool design and risk. This is different 

from previous studies, which have focused on origins, technological lineages, and 

cultural history. They contrasted organic points that have microblade insets with simple 

organic points and flaked stone points by outlining the general costs and benefits of the 

different designs. In addition, by using the Z-score model (a risk sensitivity model) they 

focused on the relative advantages of wedge-shaped and split-pebble microcores. Based 

on ethnographic and archaeological data they found that bone and wooden points 

equipped with microblades are significantly more expensive to manufacture than simple 

stone or organic points. However, in terms of risk of failure, they perform much better, 

and the points with microblade insets are much easier to repair. To Elston and 
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Brantingham risk of failure refers to the probability of shortfalls in finding and extracting 

resources in a given environment. Thus under certain climatic and demographic 

circumstances, microlithic technology should be preferred. Blade cores such as wedge-

shaped and split-pebble also have trade-offs, and Elston and Brantingham (2002) 

proposed that the most expensive forms should be adopted in high latitude environments 

despite their costs because they provide advantages in tool maintenance such as ease of 

repair. They reviewed the role of microlithic technology as a risk-minimizing strategy 

(strategy to minimize the risk of shortfalls in capture food resources) of arctic and sub-

arctic large game hunters in Northern Asia. They proposed that microlithic technology 

provided aid to provisioning efforts through long winters with diminished food resources 

that were hard to access. The use of microlithic technology minimized the risk of failure 

to capture sufficient resources. The role of microlithic technology as a risk-minimizing 

strategy helped it spread in the Northeast during the Late Upper Pleistocene (Elston and 

Brantingham 2002). 

 Ugan and colleagues (2003) building on the work of Bright et al. (2002) proposed 

a technological investment model. In their model, intensification of technology is treated 

as a series of decisions. These decisions are related to how tools are used and how extra 

time and energy used on technology has an effect on search and handling time for food 

resources. They proposed that the costs associated with technological investment are as 

important to consider as the potential benefits. Further, they cautioned that diminishing 

returns could result from continued investment in technology (Ugan, Bright, and Rogers 

2003). The goal to be achieved in their model is to maximize the net-return rate of food 

resources in the most efficient way possible (Brown 2011). They proposed that there is a 
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critical balance between time costs resulting from search and handling time cost and time 

costs associated with improvement of technology. Further, they proposed that search and 

handling and technological improvement are two mutually exclusive activities. Using 

their model, they found that there is a positive relationship between technological 

investment and amount of time spent handling a food resource. Investment should 

increase with the amount of time spent in handling. The tradeoff is that the time spent on 

investment reduces the time that can be spent searching (Ugan, Bright, and Rogers 2003). 

The study highlighted the potential conflict between time spent on improving technology 

and the time needed to procure energy resources. However, tool work can be done at 

night, during periods of bad weather, during time spent waiting for people, or conditions 

to change. Hence, if tool work is timed properly it does not have to be conducted during 

potential foraging time and thus the two activities are not mutually exclusive. 

 Further, Ugan and colleagues (2003) contend that the use-life of an artifact affects 

the time that mobile hunter-gatherers would have available to forage, and based on that 

they proposed at least three ways that technological investment can manifest itself. The 

hunter-gatherers can decide to invest in high-quality materials and construction that result 

in artifacts with longer use-lives. Alternatively, the hunter-gatherers can invest in 

expedient tool manufacture and spend most of the time on maintenance to extend tool 

use-life. The third strategy is to replace the entire tool on a regular basis (Brown 2011). 

They contended that technological investment cost could be decreased by embedding the 

cost in other activities such as embedding raw material procurement into daily foraging 

movement. This is similar to my point above that tool work can be embedded with duties 

performed in the evening and at night at a campsite or performed when waiting out 



51 
 

adverse weather conditions. However, if tool work is embedded in such a way the 

optimal solutions arrived on by Ugan et al. (2003) will change. 

 Bettinger et al. (2006) disagreed with Ugan and colleaguesô (2003) explanation 

for how technological investment occurs and proposed an alternative model of 

technological intensification. Because not all tools perform the same task they cautioned 

against using a single gain curve when comparing rates of procurement function. In their 

model, they used points and lines to connect between different curve functions of gain 

and manufacture time to be able to predict when a hunter-gatherer should switch to a 

more expensive technology (Brown 2011). Bettinger and colleagues (2006) asserted that 

it would not make sense for a hunter-gatherer to invest in a technology that yields a lower 

net-return rate than a cheaper technology. Thus, a hunter-gatherer should keep using an 

inexpensive technology if a more expensive technology does not yield a higher net-return 

rate (Brown 2011). Their model also predicted that when diffusion or transmission of 

ideas introduces a new technology that increases net-return rates than the existing 

technologies if retained should revert to cheaper and simpler designs (Bettinger, 

Winterhalder, and McElreath 2006).   

A big issue with both Bettinger and Uganôs studies is that they both present very 

little testing of their concepts using ethnographic data. Central assumptions have not been 

grounded in observed behaviors or experiments. For example, the proposition that search 

and handling and technological improvement are two mutually exclusive activities is 

most likely wrong. That proposition could have been checked by comparing it to 

ethnographically observed behavior. 
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Mackay and Marvick (2011) also considered technological time-costs when 

applied to stone tool manufacture. They created a model where it is assumed that there is 

a positive correlation between technological cost and improvement in resource capture. 

The model showed, similar to ethnographic observations of the relationship between 

subsistence risk and technological complexity, that the viability of technologies with 

increased time costs is constrained by the resource abundance across the landscape. They 

found that it is more likely that costly technologies should be pursued in landscapes with 

fewer resources. This is because improvements that might arise from investing in costly 

technologies are most likely going to be marginal when the net-return is already high. 

This result mirror earlier observations about the relationship between risk and 

technological complexity (c.f. Bousman 1993, Torrence 1989). 

However, increased investment in technology is not the only way to mitigate risk 

related to fewer resources. Establishing and maintaining social networks providing 

information among scattered social groups that can act as a safety net in situations of 

resource scarcity is another way to mitigate risk (Whallon 2006). Additionally, 

ethnographic observations suggest that technology does not have to be complex and 

costly to be able to survive in a resource-poor environment. Ethnographic observations 

from the Western Central desert in Australia, for example, show that the toolkit consisted 

of three types of tools: 1) multipurpose tools that were lightweight and easy to carry; 2) 

appliances that can be left where they were used, and reused at a later time if needed; 3) 

instant tools that are created on the spot using local raw materials and discarded 

expediently on the landscape (Gould 1978, Gould, Koster, and Sontz 1971). It is 
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important to note here that nothing is known about the economies and net-return rates 

associated with a different toolkit in this Australian example. 

 Mackay and Marvick (2011) compared the ethnographic observations and the 

hypothetical models they created to archaeological changes in technological costs from 

three late Pleistocene sites (Diepkloof, Elands Bay Cave, and Klein Kliphuis). Based on 

their findings they proposed that while costly technologies are generally pursued under 

global glacial conditions, at the peak of glacial conditions there is a reversion to 

technological systems with minimum cost (Mackay and Marwick 2011). Specifically, 

they proposed that this most likely reflects a switch in the optimization goal from the 

focus on gaining maximum resource net-return rates to instead focusing on maximizing 

early resource acquisition and/or a focus on maximizing the number of subsistence 

encounters. 

However the proposition that there is a reversal at the peak of glacial conditions is 

not clear-cut in South Africa. The argument hinges on that the evidence uncovered so far 

is representative for the overall technology. It is possible and highly likely that with more 

excavations the technology organization during the peak of glacial and in interglacial 

periods will reflect more complex and thus costly technology. Evidence from Sibudu in 

the Eastern Cape shows that in the moderate interglacial MIS3 there is no simple reversal 

to a less costly technology but instead increased variability in technology (Conard and 

Will 2015, Will, Bader, and Conard 2014). Additionally, the assumption that glacial 

conditions during the MSA in South Africa presents the forager with fewer resources is 

also potentially wrong. 



54 
 

 One pressing problem with the models reviewed above is that they treat 

technology as a single monolithic entity. Most technologies consist of several 

components made up of several types of materials, which all require separate actions to 

acquire and process. By concocting technology into one entity of costs and benefits one 

risks washing out what parts of the technology are costly to procure and manufacture and 

which ones are not. To obtain a better estimate of the cost of technology one should look 

at the currency and cost of single raw materials needed in the technology. Once a web of 

cost and benefits for each raw material is obtained then one can combine these to 

calculate the full cost of technology that can be used to understand benefits and costs of 

technology in food-getting activities. By looking at raw materials needed for a particular 

technology individually one will get a clearer picture of which parts were more important 

in the overall technological organization. 

 

Formal simulation models 

Brantingham (2003) challenged the argument that changes in stone tool raw material 

frequencies in archaeological assemblages can be considered a reliable proxy for hunter-

gatherer adaptive variability (Féblot-Augustins 1993, Kuhn 1995, Mellars 1996). He 

further challenged the traditional explanations that changes in raw material usage  

frequencies is due to mobility and procurement strategies that co-vary with 

climate/environmental change (Ambrose and Lorenz 1990, Binford and Stone 1985, 

Kuhn 2004), selection of certain raw materials for their physical properties (Braun et al. 

2009, Gould and Saggers 1985, Minichillo 2006), changes in demography (Clark 1980), 

the preference for appearance or color (Akerman, Fullagar, and van Gijn 2002, Clendon 
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1999, Stout 2002), symbolic value (Wurz 1999), and style (Close 2002). Brantingham 

(2003) presented a neutral model using agent-based computational simulation. He 

showed that his neutral model can explain most patterning observed in raw material use. 

 In the neutral model, one forager with a mobile toolkit of fixed capacity is 

randomly placed on the environment. At each time step, the forager moves to one of the 

nearest eight neighboring cells or stays in the present cell, with equal probability (=1/9). 

At each time step, a ýxed amount of raw material is consumed dependent only upon its 

frequency in the mobile toolkit. If a raw material source is encountered, the toolkit is re-

provisioned up to its maximum capacity before moving again at random. If no raw 

material source is encountered, the forager moves immediately at random. Simulations 

are run until 200 unique raw material sources are encountered, or the edge of the 

simulation world is reached (Oestmo, Janssen, and Marean 2016). The model is 

replicated in Netlogo by (Janssen and Oestmo 2013).  

 Brantingham (2003) presented three important results. 1) The raw material 

richness in an assemblage should always be less than the available range of raw materials 

on the landscape. 2) The model predicted that the mobile toolkit of a forager should 

mostly consist of raw materials that can be encountered in close proximity to the site. 3) 

Raw materials from distant sources should be minimally represented (Brantingham 

2003). Brantingham (2003: 506) asserted that in order to demonstrate the deliberate 

selection of raw materials, patterning must be shown to be different from the results of 

the neutral model, which provides a baseline for comparison where archaeologists can be 

certain that an observed raw material pattern is not the result of strategic selection. 
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However, a problem with Brantinghamôs model is that it simulates what is being carried 

not what is being discarded and observable in an assemblage.  

 Pop (2015) contested that Brantinghamôs model in its original form is suited to 

identify archaeological patterns because it can only simulate processes that govern toolkit 

composition and these processes differ substantially from the processes that influences 

discard records (Pop, 2015). In Popôs study, archaeological sites or assemblages are 

demonstrated to not offer an adequate proxy for the average composition of ancient 

forager toolkits. He pointed out that richness of assemblage is by itself a poor predictor of 

site occupation history. Additionally, Pop showed that practice of calculating 

archaeological raw material frequencies from distances to sources is flawed. An issue 

with Popôs study is that because site occupation history is also an archaeological 

interpretation, using one to predict the other is not a valid test. The only way this would 

be a valid test, I propose, is to base the relationship on ethnographically observed 

populations. 

Neverthelss, Popôs (2015) work is important as it calibrates Brantinghamôs model. 

His revised model predicted that: 1) raw materials from any given source should always 

occur in similar quantities at archaeological sites with similar access costs, and it should 

happen regardless of direction of access. Major deviation in the archaeological record 

from this expectation can only be explained by behaviors affecting mobility patterns. 2) 

The most heavily utilized (meaning curated or retouched) raw material will be from 

relatively isolated sources. Deviation from this pattern suggests avoidance of that raw 

material source. 3) Because there is a sharp decline in raw material abundance with 

increasing distance to source, large sites will only form at or very near to raw material 
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sources. Deviation from this expectation is only explainable by behaviors resulting from 

biased, non-random movement. 4) The probability of observing a given number of raw 

material types in an archaeological assemblage depends on the distance between 

assemblage and source, and the distance between the source and neighboring sources. 

Deviation from modeled frequencies is indicative of behaviors that resulted in targeted 

procurement or avoidance of particular raw material types. 5) Maximum transfer 

distances and the ratio of maximum to median transport-distances that have been 

observed in an assemblage should be smaller under conditions of low source densities 

compared to conditions where source densities are higher. Deviation from these 

expectations can indicate mobility patterns that are biased, or it may reflect factors such 

as lithic recycling. 6) The number of unique raw materials should be low under 

conditions of low source densities. Deviation reflects preference or avoidance of certain 

raw materials. Given these predictions Pop (2015) argued that a requirement to accurate 

interpretation of the model output is high-resolution raw material sourcing data. The 

research presented in this study attempts to apply Brantinghamôs random walk approach 

to a real landscape with high-resolution data on source locations and extents. Popôs third 

prediction will be tested when appropriate below in Chapter 12. 

 Following up on his early work (2003), Brantingham (2006) addressed the 

problem of being able to translate patterns of archaeological raw material frequencies into 

quantitative characteristics of forager mobility. He pointed out that it is a challenging 

problem because forager mobility is interlinked with a number of potential variables 

including raw material quality and abundance, individual movement and technological 

decisions, which makes it hard to analyze mobility independent of those variables. He 
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proposed a formal model of forager mobility that is based on a well-known stochastic 

process from biology called the Lévy walk (Brantingham 2006, Shlesinger, Zaslavsky, 

and Klafter 1993, Viswanathan et al. 2002). Lévy walks are based on a simple equation 

that states that the probability of a move of a certain length (L) is commanded by a 

negative power-law with properties defined by an exponent (u). Moves of length L are 

straight-line paths between two stops along a single route. Foraging stops can be 

ñinterpreted as turning points along a continuous path that represents a single foraging 

bout, temporary camps or resting spots for special-purpose activity groupsò during 

logistical forays, or residential camps used by hunter-gatherers using a residential 

mobility strategy (Brantingham 2006: 437). Thus, the Lévy walk processes can represent 

both daily foraging bouts and residential moves that the forager group makes. Lévy walk 

is generated from the power-law distribution when forager moves between two points in 

incremental steps corresponding to a minimum possible step, which is also called the 

characteristic step length. However, the probability distribution can also generate Lévy 

flights, which are instances of the forager jumping instantaneously between two points 

that are separated by distance L (Brantingham 2006).  

From a forager perspective, the Lévy walk allows the forager to detect foraging 

targets at the end point of Lévy paths or at intermediate steps between them. Conversely, 

the Lévy flight allows the forager to only detect targets at the end of individual flights. 

Short distance moves tend to be most common as the density of the probability 

distribution is concentrated around lower values of L, while long-distance moves occur 

with finite probability (Brantingham 2006: 437-438). He pointed out that studies of a 

diverse set of organisms such as dinoflagellates, honey bees, albatross, deer, and howler 
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monkeys have shown that Lévy walks describe the empirical frequency distribution of 

move lengths for these organisms (Bartumeus et al. 2003, Boyer et al. 2004, Ramos-

Fernandez et al. 2004, Viswanathan et al. 1999, Viswanathan et al. 1996). Because of this 

Brantingham (2006) proposed based on a theoretical and empirical basis that one can also 

expect that the movement of human foragers can be structured similarly. Specifically, 

Brantingham (2006) asserted that this model, in combination with neutral assumptions 

about raw material procurement and use (Brantingham 2003), could be used to recover 

detailed quantified information about organization of mobility from raw material 

transport distances and provide potential currencies for comparative studies of mobility 

strategies. The results of his formal modeling are consistent with informal models 

presented in the past that have suggested that greater mean and maximum stone transport 

distances reflect increased planning depth and greater optimization of mobility and risk 

sensitivity (Brantingham 2006). Brantinghamôs formal model was supported by recent 

ethnographic observations by Raichlen et al. (2014) that show that the movement-pattern 

of Hadza foragers (both sexes) approximate a Levy walk. 

 Brantingham (2006) noted that his model does not imply that hunter-gatherers 

calculated probabilities to structure their mobility. The rationale behind modeling hunter-

gatherer mobility as a Lévy process, he contended, is linked to how one brings 

individuals and food resources together at the same time and place, which is a 

fundamental ecological problem faced by all organisms (Cashdan 1992, Potts 1988, 

Stephens and Krebs 1986). When studying non-human organisms some ecologists 

favored the assumption that foragers do not have any prior knowledge about the resource 

distribution across the landscape (Viswanathan et al. 2002, Viswanathan et al. 1999), and 
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argued that the organisms have evolved behaviors that approximate a Lévy random 

search because these behaviors offer an optimal solution to finding heterogeneously 

distributed resources (i.e. patchy) (Brantingham 2006). Based on this Brantingham 

proposed that it is not unreasonable to expect that hunter-gatherers would deploy a Lévy 

search strategy when entering new environments for which they did not have any prior 

information about the resource structure. However, once information was gathered about 

the environment then random search would no longer be necessary. Brantingham (2006: 

450) pointed out that a Lévy search strategy can provide an adequate explanation of 

hunter-gatherer mobility for those cases when foragers have moved to new environments 

because we lack information about why hunter-gatherers moved to certain locations at 

different distances, which is a function of the lack of scale discernible from the 

archaeological record. However, one issue an archaeologist faces is that it is very 

challenging, if not impossible, to pinpoint in the archaeological record at what point a 

foraging group first moved into a new environment and at which point the foragers had 

enough knowledge about their surroundings to stop using random search. The 

implementation of the Levy walk is beyond the scope of the study presented here but will 

be the focus of a future study. 

 Barton and Riel-Salvatore (2014) conducted agent-based modeling to simulate 

how lithic assemblages form. They pointed out that studying formation processes is 

important as they are the key link between the materials being studied and the behavior 

that archaeologists want to understand (Barton and Riel-Salvatore 2014). They focused 

on four variables that can affect the formation of lithic assemblages, and systematically 

evaluate the individual and combined effect of the length of stay at sites, distribution of 
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raw materials, differences in site activities, and movement patterns on assemblages over 

different time intervals. Barton and Riel-Salvatore found that when you increase the 

access to raw materials you decrease the frequency of retouched lithics. On the other 

hand, tasks that require more use of lithics results in assemblages with a higher frequency 

of retouched lithics. Further, Barton and Riel-Salvatore (2014) found that the length of 

stay under any mobility strategy has an effect on the density of lithic accumulation, while 

it has little effect on the composition of an assemblage. Similarly, they found that 

mobility patterns have a limited effect on the composition of an assemblage. However, 

when they coupled mobility pattern with place provisioning or individual provisioning, 

which are associated with logistical and residential mobility strategies respectively (Kuhn 

2004), they found that it has a significant effect on the compositions of assemblages. 

Another important finding was that lithic palimpsests resulting from multiple occupations 

might provide better information about hunter-gatherer ecology and adaptability than 

assemblages that have resulted from single or few occupations (Barton and Riel-

Salvatore 2014). 

 They contended that the model experiments support their interpretation (Barton et 

al. 2011, Riel-Salvatore, Popescu, and Barton 2008, Riel-Salvatore and Barton 2004) that 

the relationship between retouched artifact frequency and density is a robust proxy for 

hunter-gatherer land-use strategies. The pattern should be most apparent for 

archaeological sites that have alternating occupations between LMS (logistical mobility 

strategy) base camps and RMS (residential mobility strategy) residential camps. They 

argued that place provisioning that usually goes along with logistical mobility drives the 
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distinctive patterns observed in lithic assemblages accumulated at localities that have 

periodically acted as LMS base camps (Barton and Riel-Salvatore 2014).  

 Their modeling predicted the quantitative signature for localities that served 

exclusively as RMS residential camps and/or LMS resource extraction camps based on 

the composition of the assemblage. This signature is a positive relationship between 

retouched frequency and artifact density, which is the opposite of localities that have 

been used as LMS base camps and RMS residential camps on an alternating basis (Barton 

and Riel-Salvatore 2014). 

 It is important to note that Barton and Riel-Salvatore utilized retouch frequencies 

reported from European Middle and Upper Paleolithic assemblages. The retouch 

frequencies from South African MSA assemblages are relatively low (e.g. Brown, 2011; 

Singer and Wymer, 1981). No study has explicitly compared the amount of retouch 

frequency between the Middle Paleolithic and Middle Stone Age assemblages but the 

relative lack of retouch in the MSA record is curious and warrants more research. It could 

be that access to raw materials was so prevalent due to either abundance or lack of 

competitions because of low population numbers that it let the foragers be more 

expedient overall with raw materials. Because of this, Barton and Riel-Salvatoreôs model 

might not be as useful for MSA records as it will likely suggest that most MSA 

assemblages are due to have been used as LMS base camps and RMS residential camps 

on an alternating basis. However, the simulation predictions they presented will be 

contrasted against the Pinnacle Point record in conjunction with the discussion and 

synthesis of model results in Chapter 12. The predictions are: 1) increase in access to raw 

materials decreases the frequency of retouched lithics; 2) tasks that require more use of 
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lithics results in assemblages with a higher frequency of retouched lithics; 3) length of 

stay regardless of mobility strategy affects the density of lithic accumulation but at the 

same time has little effect on the composition of an assemblage; 4) mobility patterns have 

a limited effect on the composition of an assemblage; 5) when mobility pattern is coupled 

with place provisioning or individual provisioning it has significant effect on assemblage 

composition (Barton and Riel-Salvatore, 2014). 

 

Issues with formal models 

Because the formal models have such explicitly stated assumptions, currencies, 

constraints, and goals, they are increasingly harder to operationalize and apply to the 

archaeological record. Metcalfe and Barlow (1992: 352) argued that testing their ñfield 

processing modelò would be very hard to do rigorously because it would require 

estimates of different parameters of their model at a level of precision unlikely to ever be 

available in the archaeological record. Kuhn (1994) did not test his model either. 

However, as Surovell (2009) showed, it is possible to test formal models and find support 

for them by carefully selecting proxy measures of currencies and constraints to test the 

models. However, these proxies need to be verified by ethnographic observations. 

 However, Surovell (2009: 20) argued that because there is a reliance on proxy 

measures of currencies and constraints to test formal models in lithic technology, 

uncertainties will start to compound that could make the formal mathematical models 

lose their formality because it cannot be demonstrated that the assumptions have been 

met. This, of course, is a problem but the utility of formal models are not that they are 
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easily operationalized and tested, which they are not, but that they have a sound logical 

foundation (Surovell 2009: 20). 

 Conversely, an advantage with computer-based simulation models is that, if 

model assumptions about human behavior and environmental context that are based on 

direct ethnographic and physical, observations respectfully are used, they allow for the 

investigation of human behavioral variation. This is because one can simulate long time-

periods, and variables associated with human behavior and/or environmental context can 

be changed one at the time. This is important because lithic technology is largely an 

extinct technology, and direct observations of the accumulation of lithic assemblages 

over similar timeframes comparable to those observed in the archaeological record are 

not achievable (Barton and Riel-Salvatore, 2014).  

The last point to consider when using a mathematical view of the world is that 

mathematical models are simple views of the complex world, where assumptions are 

often simplified (Surovell 2009: 21). However, as Winterhalder and Smith (1992: 13-14) 

put it ñsimple is not simple-minded. Simple models are a necessary, not temporary or 

primitive stage of scientific development.ò This same notion goes for simulation models. 

By starting simple and by investigating the interconnectedness of the variables one can 

potentially get a better understanding of what the causal factors are. These causal factors 

can be verified with ethnographic observations creating a causal model for behavioral 

change and then that model can be applied to the archaeological record. Once the simple 

causal model is understood it is possible to build more complex models with more 

variables. 
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The preceding review of informal and formal models to understand technological 

organization systems has highlighted that if you are choosing a model to investigate 

mobility strategies and want to apply it to a given archaeological assemblage you have a 

dilemma. On one side, informal models offer you the ease of operationalizing and 

applicability to the archaeological record, however, they can be potentially illogical 

because predictions do not follow ambiguous assumptions. On the other side, formal 

models offer you a logical foundation with explicit predictions following assumptions, 

however, they are very hard to operationalize and apply to the archaeological record 

because their explicitly stated currencies, assumptions, constraints, and goals would 

require estimates of at a level of resolution unlikely ever to be available in the 

archaeological record.  

Although there are models presented above that are hard to test with 

archaeological data or ethnographic observations potentially making them scientifically 

less valid, there are, however, some models such as Dibbleôs cortex model (Lin, 

McPherron, and Dibble 2015, Dibble et al. 2005) and Bartonôs retouch frequency model 

(Barton 1991) that are specified for archaeological materials. The cortex model has been 

experimentally tested and verified several times and has been found to be a robust 

method (Douglass and Holdaway 2011, Douglass et al. 2008, Holdaway et al. 2008, 

Douglass 2010, Lin et al. 2010, Parker 2011). In addition, the successful application of 

the method to multiple different assemblages (Holdaway, Douglass, and Fanning 2013, 

Douglass 2010, Douglass et al. 2008, Ditchfield et al. 2014, Holdaway, Wendrich, and 

Phillipps 2010, Dibble et al. 2012, Brown 2011, Phillipps 2012) suggest that the 

differences in cortex composition among lithic assemblages can provide an objective and 
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quantitative way of comparing prehistoric variations in movement and technology (Lin, 

McPherron, and Dibble 2015).  

The important takeaway from the discussion on formal models is that a model that 

only deals with living people and the calories that they expend with no consideration of 

the material record they produce and discard is poorly specified for the archaeological 

record regardless of whether it is expressed as a narrative (informal model), computer 

algorithm (e.g. agent-based model simulation) or as an equation. Put another way, for a 

model to be useful for the archaeologist the model needs to produce explicit outcomes or 

expectations that are testable by direct comparison to the archaeological record. This 

dissertation takes such an approach and presents two formal models that produce 

outcomes that can be tested by comparison to the archaeological record. 

 

Raw material selection 

Of the formal models reviewed above, only Brantingham (2006, 2003) and Pop (2015) 

explicitly proposed processes for why raw materials change in the archaeological record. 

However, several informal models have been proposed for why raw materials change. In 

the following sections, I review and summarize research that has focused on the role and 

importance of raw materials in the technological organization of foragers. Then I move to 

discuss why raw materials are selected starting with the concept of quality and how it can 

be quantified by using mechanical tests. This is followed by a review of other hypotheses 

for why raw materials are selected and thus potentially why raw material frequencies 

change in archaeological records. At the end, I organize the different models that been 
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proposed for why raw materials change into a framework subdivided into two broader 

categories called óNon preference-based changeô and óPreference-based changeô. 

 

The role and importance of raw materials in technological organization 

Following the Oldowan, a wide range of environmental and climatic contexts, time-

periods, and ócultural traditionsô have yielded a pattern of changing use, and co-use of 

coarse-grained and fine-grained stone tool raw materials (e.g., Andrefsky 1994, Bamforth 

1990, Bar-Yosef 1991, Braun et al. 2009, Clark 1980, Goldman-Neuman and Hovers 

2012, Jelinek 1991, Kuhn 2004, 1991). However, the explanation for this variation and 

the significance of stone raw materials in the technological organization of foragers are 

heavily debated. Generally, the arguments can be divided into two camps. Some argue 

that raw materials are directly procured (Gould 1985, Gould and Saggers 1985), perhaps 

for their physical properties linked to functional needs (Mackay 2008, Minichillo 2006, 

Stout 2002), or symbolic (Clendon 1999, Gould, Koster, and Sontz 1971, Wurz 1999) 

and stylistic needs (Close 2002, Mackay 2011, Sackett 1986, 1982). The other argument 

is that raw materials are acquired during an embedded and encounter-based procurement 

strategy (Binford and Stone 1985, Binford 1979), where the changing frequencies are 

either due to changes in the mobility strategy affecting the foraging range size (Ambrose 

and Lorenz 1990, Kuhn 2004, 1991, McCall 2007) or changes in the natural availability 

of raw materials on the landscape (Brantingham 2003, Brown 2011, Volman 1981). 

Changes in raw material usage frequencies have also been hypothesized to be linked to 

changes in demography (Clark 1980) and trade and exchange (Akerman, Fullagar, and 

van Gijn 2002, Deacon 1989, Torrence 1986, Wurz 1999). Similar possibilities need to 



68 
 

be kept in mind when investigating raw material selection and why raw material 

frequencies change in the archaeological record. 

 The direct procurement versus embedded procurement is a useful heuristic 

framework to contrast raw material selection behavior but it is useful to note that, for 

example, the Australian record shows that the most likely scenario for a raw material 

selection strategy is a mix of both direct and embedded procurement in addition to trade 

and exchange (Akerman 2007, Akerman, Fullagar, and van Gijn 2002). Examples from 

the Australian record show that special stones used for circumcision were mostly directly 

procured using special task groups or traded for, while other stone was procured while 

moving for other purposes (Gould 1978). 

Binfordôs (1980, 1979) models, particularly his proposition that raw material 

procurement always should be embedded with other resource extraction activities were 

not always well received. The ensuing debate between Binford (Binford and Stone 

1985:1) and Gould (Gould 1985, Gould and Saggers 1985, Sackett 1986) is called the 

ñrighteous rocks debateò. Gould and Saggers (1985) contended that Binfordôs embedded 

and encounter-based procurement strategy model is inflexible, and they pointed to 

Gouldôs ethnographic observations in addition to archaeological patterns that both show 

clear evidence of direct procurement of lithic raw materials. Using the localities of James 

Creek East and West, Gould and Saggers (1985) conducted experiments showing that 

non-local materials that were selected for adze production were superior for 

woodworking compared to local materials. Conversely, they found that at James Creek 

West, the local materials were suitable for specific purposes and thus the preferential 

selection of those materials is reflected in the archaeological sequence. Gould and 
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Saggersô (1985) main argument was that factors other than an encounter-based strategy 

can explain raw material preference at certain localities. However, they did agree with 

Binford that many examples of exotic or non-local stone materials can be explained by 

embedded procurement. 

 Following the órighteous rock debateô, Bamforth and Bleed (1997) focused on the 

role of raw material selection in the technological organization of hunter-gatherers. They 

proposed that the stage that includes the selection and procurement of raw materials is 

critical because it sets the range of possibilities for how a hunter-gatherer produces tools 

and how the tools can later be used. They pointed out that once raw materials are 

acquired, it can be used to produce the most complex flaked stone tools in an hour by a 

skilled knapper. They used a conceptual framework based on risk and the potential cost 

of failure of the tool, and they balance the decisions made by hunter-gatherers regarding 

procurement, production, and use (Brown 2011). Bamforth and Bleed argued that the cost 

of failure can be high or low in each of these different decisions. Hunter-gatherers should 

avoid technological strategies where the cost of failure is unacceptably high, which 

should lead to the selection of strategies that minimizes failure. However, the strategy of 

minimizing risk to find food resources at the expense of greater mean return rates is not 

part of any empirically supported model in foraging theory (Brown 2011). When 

considering the concept of risk, they argued that if suitable stone is not available when 

needed it can result in the failure of tool production scheduling, which in turn can result 

in the canceling of the intended activity. An important thing to note is that cost and risk 

of canceling the intended activity can be compared directly to efficiency and procurement 

costs and benefits. Canceling the intended activity is just a part of the overall income 
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equation. Further, special efforts to procure stone could be costly and interfere with other 

activities. However, hunter-gatherers may need to bear these costs in situations where 

high failure rates linked to production requires access to large amounts of raw materials 

and increased efforts in procurement (Bamforth and Bleed 1997).  

 To define how ethnographic groups manage risk they used the number of tools as 

the proxy for technological diversity, and number of tool parts as the proxy for 

technological complexity (Bamforth and Bleed 1997). They found, similar to Torrence 

(1983) that in higher latitudes the risk and the cost of failure increase because there is a 

general lack of alternative food sources. They posited that if alternative food sources are 

taken into account when hunter-gatherers are targeting mobile prey, then increasing 

latitude results in greater toolkit diversity but not necessarily toolkit complexity. A 

critical thing to note again concerning Bamforth and Bleedôs (1997) and Torrenceôs 

(1983) studies is that tool classes are potentially subjective in nature, and the same is true 

for tool parts. This can skew the calculation of complexity. 

 

Distance-decay models 

Two aspects that can affect the role and importance of raw materials in the technological 

organization is the availability of raw materials and the distance to source (Andrefsky Jr 

1994, Goodyear 1989, Kuhn 1991). How distance to source affects technological 

variability is best understood by using the distance-decay concept (Blumenschine et al. 

2008). The concept holds that raw materials from non-local, distant sources, or that are 

costly to obtain will be represented in lower frequencies (Renfrew 1969), show more 

evidence of conservation (Bamforth 1990, Neeley and Barton 1994), be found in smaller 
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sizes (Ambrose 2002), and be in a more finished form compared to local materials 

(Géneste 1985). 

 Several studies have been presented that are versions of distance-decay models, 

and the made the case for the importance of geographic setting and distance to source in 

interpreting assemblage variability (e.g. Géneste 1985, Féblot-Augustins 1997, Bamforth 

1986, Andrefsky 1994). In an early study that supports the distance-decay concept 

Géneste (1985) examined Middle Paleolithic (MP) assemblages from sites in the Perigord 

region of France. He demonstrated that local raw materials were mostly represented by 

all phases of reduction, while non-local materials were mostly represented as finished and 

discarded tools. Based on this he argued that the makers of the Mousterian technology 

had a dual strategy of provisioning places and provisioning individuals. Places (e.g. 

campsites, home bases, central places) were provisioned with local raw materials that 

were used more expediently, while individuals were provisioned with curated and 

maintained tools made on non-local raw materials (Géneste 1985).  

Following Genesteôs study, studies by Bamforth (1986) and Andrefsky (1994) 

and Feblot-Augustins (1997) presented more data supporting the distance-decay 

argument. In a classic study, Andrefsky (1994) focused on the availability of raw 

materials and how it determines the technological organization of hunter-gatherers and 

the resulting lithic technology. Andrefsky hypothesized that it was the relative abundance 

of raw materials on the landscape and quality of the available raw materials that 

determined whether an archaeological assemblage would be formal or informal in nature. 

He argued against using settlement system as a factor explaining changes between formal 

(curated) and informal (expedient) tool use. He defined raw material quality in terms of 
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flakeability, which can be further defined as the suitability of a stone to facilitate the 

production of formal tools that require craftsmanship. The problem with formal tools is 

that it is a subjective designation based on a given typology. In the South African MSA 

record, there are few formal tools compared to unretouched and expediently flaked tools. 

Nevertheless, the MSA record suggests that flakeability was a preferred quality driving 

the selection of raw materials (Brown et al. 2009, Mackay 2008). Stone raw materials 

that are fine-grained usually meet that definition (Brown 2011).  

Andrefsky (1994) used three archaeological examples from the western United 

States that showcase both sedentary and mobile site occupations. He showed that raw 

material availability and abundance, and not settlement system are the most important 

factors determining assemblage composition. Andrefsky (1994) showed that when the 

hunter-gatherer faced a situation where raw materials regardless of quality were locally 

abundant then they made the majority of the tools on local materials, although formal 

tools were made more commonly with high-quality materials. Conversely, when the 

hunter-gatherers faced a situation where local materials were scarce and of relatively 

lower quality they used the local materials to make expedient tools, while the majority of 

the tools were imported as formal tools made on non-local materials. These formal tools 

were conserved, maintained, re-sharpened, and used again for a variety of tasks 

(Andrefsky 1994). The important point made by the work by Andrefsky and others is that 

availability of raw materials and the intended tool use both need to be considered as 

important factors alongside mobility and time stress when discussing technological 

variability. 
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 However, several studies have argued that constraints on raw material availability 

do not explain technological variability (e.g. Kuhn 2004, 1991, Milliken 1998). Kuhn 

(1991) investigated the intensity of lithic reduction at two Mousterian sites in Italy called 

Guattari and SantôAugostino. At both sites, there was evidence for the use of small flint 

pebbles, which limited the size of debitage and the use of the Levallois reduction 

technique. While the Guattari site has unworked pebbles in the vicinity of it Santô 

Augostino does not. Kuhn put forward a hypothesis that the decision to reuse or 

economize stone material relates to the cost of raw material acquisition. To test his 

hypothesis, Kuhn used indices of core size, frequency of tools with multiple edges, ratios 

of retouched to unretouched tools, and scraper reduction to estimate the intensity of core 

reduction and tool maintenance. The archaeological record at Guattari showed the 

expected pattern of greater intensity of core reduction but tools where not reduced as 

intensely. Based on this he contended that the intensity of core reduction is associated 

with raw material availability but not tool reduction and that the differential conservation 

of non-local óexoticô raw materials is more likely due to mobility strategy and extended 

tool use than with the cost of raw material acquisition. Kuhn then proposed that sites that 

are occupied for longer durations are more amenable to lowering costs by stockpiling raw 

materials using embedded procurement. According to Kuhn (1991), this would result in a 

more expedient use of non-local material than can be expected from a simple distance 

decay model (Brown 2011). 

 Following up on his earlier paper, Kuhn (2004) focused on provisioning strategies 

to explain changes in raw material use in the Upper Paleolithic site of ţçaĵēzlē in Turkey. 

He found that there is a continuity of raw material selection throughout the sequence. 
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Change is visible in the steady increase of the use of flint from secondary to primary 

sources and the increased transfer distances that occurred with the shift from episodic to 

more intensive occupation of the cave at 12 ka. Scrapers made from non-local materials 

from distant sources that are found in the layers that reflect intensive occupation, actually 

are less reduced than scrapers that are made on local materials that are found in layers 

reflecting less intensive occupations. This result is similar to his findings in a MP context 

that limited support for the distance-decay premise.  

 Using the record from ţçaĵēzlē, Kuhn outlined three potential provisioning 

strategies that the hunter-gatherers may have designed to overcome supply constraints. In 

the first strategy, the individual is provisioned with finished transportable formal tools. 

This strategy is appropriate for hunter-gatherers that have a mobility system with frequent 

moves, which requires the population to keep weight at a minimum (Kuhn 1994). In the 

second strategy, it is the location that is provisioned. If hunter-gatherers make more 

frequent use of a cave or if they are more sedentary it makes more sense to keep lithic 

raw materials in ready supply. In the third strategy, Kuhn (2004) described the 

provisioning of unplanned activities. In this strategy, materials are provisioned for tools 

that are made as needed. Further, Kuhn showed that the occupants of ţçaĵēzlē over time 

changed their provisioning strategy from focusing on provisioning individuals when the 

site was occupied less intensively to provisioning the site when the site was more 

intensively occupied. According to Kuhn this shift in provisioning strategy would allow 

fewer restrictions on conserving raw materials leading to a more expedient use of 

scrapers. Conclusively, Kuhn (2004) asserted that changes in raw material economy 

should correspond with changes in settlement system and provisioning strategies. This 
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argument has been supported by simulation work done by Barton and Riel-Salvatore 

(2014) that showed, using agent-based modeling, that assemblage composition is strongly 

affected by mobility strategy in conjunction with place or individual provisioning. 

 An important lesson from the studies in support for and against the distance-decay 

concept is that we should be investigating multiple variables within a larger settlement 

system instead of just looking at single conditioners of technology such as raw material 

availability, time stress, risk, or mobility system (Milliken 1998).  

The preceding discussion highlights arguments for or against whether raw 

material abundance and distance to source have an effect on technological organization of 

a hunter-gatherer, in turn affecting the composition of an archaeological assemblage. 

However, the discussion does not highlight why hunter-gatherers select a raw material, 

and thus potentially why raw material frequencies change in the archaeological record.  

 

Raw material quality 

Archaeologists and modern knappers most often cite quality as a key feature that drives 

raw material selection (Brantingham et al. 2000). Knappers today usually emphasize 

replicating formal tools and not producing tools needed for their own fitness or survival; 

this has led to a bias towards the ease of flaking being considered the most important raw 

material quality (Brown 2011, Luedtke 1992, Magne 2001). Similarly, archaeologistôs 

definition of raw material quality has been based on stone grain size (Goodyear 1989) 

and ease of shaping and reduction (Andrefsky 1994). Goodyear (1989) used stone grain 

size to define quality. The advantage of using fine-grained raw materials according to 

Goodyear is that it provides a reliable isotropic fracture and increases the control over 
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core reduction. Goodyear (1989) argued that fine-grained stones can be reduced with 

minimal undesired breakage due to the plasticity of the material. Andrefsky (1994), 

similar to Goodyear, defined quality based on how easily a stone material can be shaped 

and retouched. To him, fine-grained materials provide the knapper with greater control 

over the reduction process compared to coarse-grained materials, which are more difficult 

to shape. It has also been proposed that the size of the raw material package may play a 

part in the consideration of raw material quality as the nodule size or configuration of the 

raw material may constrain the technological approach to core reduction (Brantingham et 

al. 2000, Hiscock et al. 2009, Kuhn 1991) 

 Ethnographic observations have also highlighted how quality was defined by 

traditional people with knowledge of stone tool making. In an early account, Nelson 

(1916) noted that Ishi, a Yahi Californian Native American, favored glass when making 

bifacial projectile points because of its superior workability. Heider (1967) observed the 

Dugum Dani of the West New Guinea highlands and noted that they prefer harder black 

stone over softer speckled stone when making ground stone axes and adze heads. 

However, they do not provide any names for their raw materials for what archaeologists 

would classify as different types of raw materials. Binford and OôConnell (1984) while 

observing Alywaran tool makers in the Australian Central Desert noted that the Alywaran 

men look for purity of color and smooth texture when selecting stone raw materials. They 

deliberately select and prepare materials to create menôs knives, and avoid materials 

found at the surface as they consider that material to be rotten and thus will not fracture 

properly. To find good materials, they not only investigated the flaking properties of the 
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quartzite materials in the quarry area by striking off large test flakes but also considered 

previously knapped waste products (Binford and O'Connell 1984). 

 Stout (2002) summarized ethnographic observations of how Irian Jaya adze 

makers in Indonesia select and describe raw materials. Among the raw materials, the 

Irian Jaya use are metamorphosed basalt and andesitic basalt, which they quarry during 

several days in groups led by expert craftsmen. The prospective raw material source 

cobbles and boulders are evaluated according to crystalline structure, grain size, and 

internal flaws. The quarry group breaks up the boulders using large hammerstones and 

sometimes by fire, which is a process that can take all day (Stout 2002). As the quarry 

group creates cores and flake blanks they are shared, while early-stage (óroughed outô) 

adzes are stockpiled and wrapped in leaves and carried back to the village. Ultimately, 

the adzes are finished by a group by knapping and grinding at the village. Although the 

Irian Jaya have a complex vocabulary to describe and teach the adze production process, 

including how to identify the desired properties of potential nodules prior to core 

preparation, they do not have formal names for the raw materials. This suggested that the 

classification of the raw materials is less important than the act of identifying the physical 

and aesthetic properties of the raw materials (Stout 2002). 

 In a more recent ethnographic study, Arthur (2010) studied how Ethiopian Konso 

women make scrapers from stone and glass for hide-working. Traditionally, the Konso 

women preferred chalcedony, which they had to travel a distance of 25 kilometers to 

acquire. They preferred chalcedony because it was homogeneous and easy to flake. They 

avoided stone that fell apart easily and broke into small pieces. After the 1970s 

chalcedony was partly replaced by glass and local quartz and quartz crystal.  
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 In summary, the ethnographic observations suggest that the tool makers 

considered quality with respect to both flaking properties and the suitability to the 

intended task (Brown 2011). The tool makers knew and thought about fundamental 

differences that can occur in the manufacture and performance quality of raw materials. 

However, preferences associated with non-functional stone properties were only 

understood after mechanical properties were evaluated. The quality traits considered 

being important to archaeologists and modern knappers such as homogeneity, fracture 

predictability, and edge durability are grounded in fracture mechanics theory (Cotterell 

and Kamminga 1992, Erdogan 2000). These traits can be quantified in actualistic 

experiments and standardized laboratory tests (Brown 2011). Brown (2011) provided a 

comprehensive review of the methods used to characterize lithic raw materials and I will 

draw on his review below.  

 

Mechanical testing of lithic stone properties 

Brown (2011) pointed out that researchers have several variables to test when it comes to 

evaluating and comparing the physical properties of stone raw materials. These include 

stone hardness, toughness, abrasion resistance, uniformity, elasticity, and stiffness 

(Domanski, Webb, and Boland 1994). Goodman (1944) used stone hardness and 

toughness in an early ground-breaking study where she mechanically tested lithic stone 

properties. She identified two major hurdles a researcher faces when wanting to quantify 

the fracture properties of a raw material. The first hurdle is that archaeologists and 

geologists often do not identify and describe stone in a similar way. Second, when a 

researcher wants to attempt to test raw materials to rank them according to physical 
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properties these tests should be constructed so that they mimic conditions of human 

flaking and tool use. Goodman addressed the observation that prehistoric hunter-

gatherers and ethnographically observed hunter-gatherers did not always select the raw 

material that was the easiest to flake. She argued that when describing the range of 

properties that could be desirable to prehistoric toolmakers a researcher should evaluate a 

variety of variables. To that effect, Goodman used raw material density, hardness, 

toughness, and resiliency to rank flint, obsidian, quartzite, fossilized wood, and tuff.  

  Hardness, toughness, abrasion resistance, uniformity, elasticity, and stiffness all 

evaluate a materialôs resistance to applied pressure (Brown 2011). This resistance is 

given in units of pound-force per square inch (PSI) or in megapascals (MPa). However, 

the manner of the directionality of the applied force simulates different aspects of how a 

tool is manufactured or used (Brown 2011). A problem with these tests is that they 

generally show the variability within similar lithologies and might only be useful for 

statistical comparison on a regional basis or across single localities (Luedtke 1992). In a 

study comparing chert from volcanic and sedimentary origins, Domanski and colleagues 

(1994) found that the mechanical properties can vary greatly (Brown 2011). 

 However, the homogeneity, grain size, and isotropism of a sample also control 

mechanical properties (Cotterell and Kamminga 1992). What these variables have in 

common is that they are used in uniformity studies (Brantingham et al. 2000, Braun et al. 

2009, Domanski, Webb, and Boland 1994, Domanski and Webb 1992) that seek to 

quantify the frequency or the encounter rate of flaws in a given mass of stone (Brown 

2011). Two early examples of such uniformity studies are by Domanski et al. (1994) that 

ranked stone raw materials by the number of samples that fail during preparation, and 
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Brantingham and colleagues (2000) that ranked raw material quality by tabulating visible 

flaws and crystal impurities to calculate an impurity encounter rate.  

However, two tests that are better at tracking flakeability (the ease of which a 

stone can be fractured) are the fracture toughness and rebound hardness tests (Domanski 

and Webb 1992). Domanski et al. (Domanski, Webb, and Boland 1994) stated that 

fracture toughness is the resistance of a material to fracture propagation. To test 

toughness a researcher notches one end of a core shaped like a cylinder and then apply 

and simultaneously measure the force required to pull apart the notched side and 

completely fracture the core. Lower values indicate that it is relatively easy to initiate 

fractures in the stone, and they are approached in glass or obsidian (Brown 2011). 

Sevillano (1997) showed that published fracture toughness values for quartzites 

generally ranges between 2.0-4.0 MPa m
1/2

, which is on average higher than chert values 

that ranges between 1.2-1.8 MPa m
1/2 

(Sevillano 1997), untreated silcrete that ranges 

between 2.0-2.5 MPa m
1/2 

(Domanski, Webb, and Boland 1994), heat-treated silcrete that 

ranges between 1.4-1.8 MPa m
1/2

 (Domanski, Webb, and Boland 1994), and quartz that 

ranges between 0.3-2.1 MPa m
1/2

 (Atkinson 1984). This study follows Brown (2011) in 

arguing that abovementioned values provide a good relative scale of flaking quality for 

materials found in the Mossel Bay region. What the values above indicate are that 

untreated silcrete may overlap in flaking quality with quartzite. However, the flaking 

quality of heat-treated silcrete is close to chert (Brown 2011). A caveat is that heat-

treated silcrete also overlaps with quartz. 

Rebound hardness, on the other hand, is an estimate of the resistance of a raw 

material to strain or deformation. Hardness is usually measured using a Schmidt hammer 
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(Goudie 2006). Hardness is heavily influenced by how homogeneous or pure a stone is, 

which means that it represents a measure of fracture predictability (Braun et al. 2009). 

Noll (2000) argued that stone raw materials with higher rebound values are stiffer, which 

makes them fracture easier and predictably (Braun et al. 2009). In an important study, 

Braun and colleagues (2009) found that rebound hardness correlates with other measures 

of hardness and elasticity but do not seem to correlate well with abrasion-resistance. 

 Raw material stiffness, an important variable for evaluating the performance of 

blade manufacture, can also be measured using Youngôs Modulus (Domanski, Webb, and 

Boland 1994). Youngôs Modulus measures how resistant a material is to deformation 

when a compressive load is gradually increased to the point of material failure by 

calculating stress curves (Domanski, Webb, and Boland 1994). Greater material stiffness 

is reflected in high values of Youngôs Modulus. To measure Youngôs Modulus a 

researcher divides the amount of the compressive load required to fracture the raw 

material by the cross-sectional area of the sample core (Domanski, Webb, and Boland 

1994). It has been found that heat-treatment of certain lithologies such as chert and 

silcrete can increase the overall stiffness of the raw material, which results in an 

increased flakeability (Brown et al. 2009, Domanski, Webb, and Boland 1994, Domanski 

and Webb 1992, Webb and Domanski 2008). 

 Fracture toughness, rebound hardness, and Youngôs Modulus all evaluate strain 

on material associated with tool manufacture but they do not test what the strain on the 

material is during use. The Los Angles (Kahraman and Fener 2007) and Taber Abrasion 

(Braun et al. 2009) tests are two methods available to test the abrasion resistance of a 

material. In both methods, blocks of material are subjected to controlled amounts of 
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abrasive force. A researcher then measures the percentage of lost material resulting from 

the tests. Noll (2000) noted that less resistant materials yield greater percentage values. 

The demonstration by Braun and colleagues (2009) that abrasion resistance and rebound 

hardness are not always correlated is very important. It suggests that when hunter-

gatherers select raw materials they might have to choose between increased flakeability 

(high rebound hardness) and increased durability (low percentage of material loss).  

 Brown (2011) contended that on average quartzite is more difficult flake 

compared to other raw materials such as silcrete, chert, and quartz. This assertion is 

supported by other studies that argued that coarse granular raw materials such as quartzite 

are less desirable for the production of small blades because they are increasingly 

susceptible to step fracture terminations and limits the potential for reshaping and retouch 

(Kuhn 1989, Webb and Domanski 2008). Given the result by Braun and colleagues 

(2009) that abrasion resistant and rebound hardness is not necessarily correlated, the 

higher fracture toughness values of quartzite might point to advantages in using it (Brown 

2011). A correlation between critical strain, meaning where catastrophic fracture occurs 

from strain, fracture toughness, Youngôs Modulus, and edge toughness has been 

demonstrated (McCormick 1985). Materials that have been shown to have high fracture 

toughness values and lower overall Youngôs Modulus values will have edges that are 

more wear-resistant because edge toughness (wear-resistance) increases with critical 

strain, which is correlated with fracture toughness and Youngôs Modulus (Brown 2011). 

Further, edge toughness is also positively correlated with edge angle, where a decrease in 

the edge angle (acuter) decreases edge toughness (McCormick and Almond 1990). In 

sum, edge toughness (strength) is an advantage that quartzite has over other finer-grained 
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raw materials such as heat-treated silcrete, chert, and quartz. However, edge strength is 

not the same as edge sharpness, which is dependent on the grain size of the material 

(Brown 2011). The finer-grained materials, which are more brittle and less resistant to 

strain induced fracture have the sharpest edges (McCormick and Almond, 1990). Heat-

treatment of silcrete should thus reduce edge toughness but create sharper and more 

brittle edges (Crabtree 1967, Wilke, Flenniken, and Ozbun 1991) because of the 

decreased fracture toughness and/or increased Youngôs Modulus (Beauchamp and Purdy 

1986, Brown et al. 2009, Domanski, Webb, and Boland 1994). Table 1 summarizes the 

different raw material qualities that have been highlighted to be attractive qualities when 

selecting a raw material and which physical measurements that account for those 

qualities. 

 

Table 1. Raw material properties by physical measurements 
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Increased Edge Sharpness 

       
X

h
 

Increased Edge Toughness/Wear-
Resistance X

a
           X

g
   

a b (Brown 2011); c (Braun et al. 2009, Sevillano 1997); d (Noll 2000); e (Brown et al. 2009, Domanski, 

Webb, and Boland 1994, Domanski and Webb 1992, Webb and Domanski 2008); f (Braun et al. 2009, Noll 

2000); g (McCormick and Almond 1990); h (McCormick and Almond, 1990). 

 

Given these qualities, edge strength (toughness), edge sharpness, overall 

durability, and flakeability, quartzite and heat-treated silcrete offer two different choices. 

One choice is to select quartzite, which would give you improved edge strength but at the 
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cost of decreased flakeability. Jones (1979) and Noll (2000) noted a more durable edge 

on ESA hand axes made on quartzite. On the other, if silcrete is selected and heat-treated 

then you gain flakeability and edge sharpness, potentially at the cost of decreased edge 

strength (Brown 2011). 

 In summary, it strengthens the results of the mechanical testing that ethnographic 

observations also suggest strategic or deliberate selection of raw materials for physical 

properties. However, it is important to note that the concept of stone quality is subjective 

and depends upon the intended use of the tool (Brown 2011). However, researchers can 

rank materials based on mechanical properties such as hardness, elasticity, and edge 

durability (Braun et al. 2009, Domanski, Webb, and Boland 1994, Noll 2000). This type 

of ranking will be useful for predicting the materials that should be selected for different 

tasks (Brown 2011). However, the range of materials in the local environment and the 

local knowledge of source locations will limit the raw material selectivity (Brown 2011). 

 

Other factors influencing raw material selection and frequency 

Although raw materials sometimes are selected by an individual for specific qualities 

linked to mechanical properties and are procured either during direct or embedded 

procurement, other factors such as such as stylistic (Close 2002, Mackay 2011, Sackett 

1986, 1982) or symbolic needs (Clendon 1999, Gould, Koster, and Sontz 1971, Wurz 

1999) might influence why some raw materials are selected over others, thus potentially 

change raw material frequencies in archaeological records. Additionally, others factors 

linked to whole populations or groups over longer time scales such as demographic 

change (Clark 1980) and trade and/or exchange (Akerman, Fullagar, and van Gijn 2002, 
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Torrence 1986) might also explain why raw material usage frequencies change in the 

archaeological record. 

In the first group of alternative factors, Gould et al. (1971) observed that the 

aborigines under study tend to place aesthetic value on chert with different colors and 

texture. Aborigines from Warburton prefer white chert, while the Nyatunyatjara and 

northern Ngatatjara prefer yellowish quartzites and creamy yellow chert. Gould and 

colleagues (1971) noted that these preferences appears not to be driven by the actual 

working qualities of the different materials but instead is a reflection of the close 

ótotemicô tie each man has to the region he was born in and he claims totemic decent 

from. Further, they noted that a man feels a sense of kinship to these localities and value 

them as a part of themselves (Gould, Koster, and Sontz 1971). According to Gould et al. 

the raw materials are not sacred but they observe that the materials are carried over long 

distances by their owners. Similarly, ethnographic observations by Clendon (1999) 

showed that shiny and semitranslucent stone was chosen for the production of some stone 

tools in order to imbue them with aesthetic value and to derive magic and curative 

powers from that value. The observations of Gould and colleagues and Clendon suggest 

that hunter-gatherers sometimes choose raw materials that have symbolic value to them. 

However, questions remain about how frequent raw materials are subject to direct 

selection based on style, totemic ties, or color; how frequent are they in an assemblage? 

These are very hard questions to answer and will be crucial to address in future studies. 

For example, one needs to come up with a way to quantify what are potentially semi-

precious stones in an assemblage. 
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Close (2002) investigated the size and shape of backed microblades from North 

African assemblages dating to the late upper Paleolithic. She (2002) found that when 

selecting raw materials for making backed microblades that the distance to the source and 

the type of raw material did not have a profound effect on the size and shape of the tools. 

The research by Close (2002) suggested to her that among these groups the cultural 

constraints on the size and shape of tools and the use of tools in óface to faceô group 

interactions suggests that the main driver behind raw material selection (or the lack of 

raw material preference) was style preference. It is important to point out that Closesô 

arguments are all inferred from archaeological data. It is not clear how Close was able to 

infer óface to faceô group interactions. 

In the other group of alternative factors, which are linked to whole groups of 

people over longer time scales, Akerman et al. (2002) contended that the selection of raw 

materials to make Kimberly points in Australia was driven by trade and exchange of the 

points themselves. They noted that Aborigines that they observed did not pay any regard 

to real or perceived physical capabilities of the raw materials that they used to make 

points. That is, they did not select the raw materials for edge strength or edge durability 

for example. Instead, semitranslucent and shiny stones were selected so that some of the 

Kimberly points could be of value in trade and exchange with other groups. This 

ethnographic observation suggests that the trade and exchange of raw materials can have 

an effect on archaeological raw material frequencies.  

 Clark (1980) argued that the change from one raw material to another in 

archaeological sequences in Africa might be due to changes in demography. He used the 

raw material frequency data from both South and North African LSA and MSA sites to 
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argue that the changing raw material preference is due to the replacement of 

technological tradition at the sites, and not perhaps an evolution of a single developing 

tradition. 

 In summary, all these factors, either linked to individual selection of raw materials 

or population or group-wide behaviors, need to be taken into account when discussing 

why archaeological raw material frequencies change. 

 

Models for why raw materials change 

Given the multiple hypotheses and models that have been proposed to explain why 

forager select certain raw materials and why raw material frequencies change in the 

archaeological record it is here useful to create a systematic framework that highlights 

how the different factors can change the raw material frequencies. Brown (1999) 

presented a useful model framework that categorized the different models in this respect. 

Brown (1999: 57) divided the models into an ñEncounter Based Procurementò model 

category and a ñDeliberate Procurementò model category. Both sets of model categories 

had two variants each. The ñEncounter Based Procurementò model category included a 

ñNatural Availabilityò variant and a ñMobility-linkedò variant, whereas the ñDeliberate 

Procurementò model category had a ñSymbolicò variant and a ñFunctionalò variant.  

Below I build on and modify Brownôs framework but make two important 

changes. 1) The two main model categories are renamed to óNon preference-based 

changeô and óPreference-based changeô. This is because it allows for the inclusion of 

other hypotheses proposed about raw material change and selection that are linked to 

whole populations or groups of people over longer time-spans and not just individual 



88 
 

actions. 2) The óNon preference-based changeô model category include three variants 

called óNatural availabilityô, óMobility-Linkedô, and óNew tranport abilities/Carrying 

costsô, while the óPreference-based changeô model category includes three variants called 

óUtilitarianô, óNon-functionalô, and óSocial learning/Cultureô. 

 

Non preference-based change 

In this model category, which is similar to Brownôs (1999) ñEncounter-Based 

Procurementò model category, raw material change in the archaeological record is the 

result of the availability of raw materials that are encountered on the landscape either due 

to availability of new sources or changes in mobility system that result in the forager 

encountering new sources of raw materials. This model category can be viewed as an 

example of óembedded procurementô as proposed by Binford (1979). The forager when 

moving about the landscape acquires raw materials opportunistically. However, a third 

variant can also be envisioned and that is the introduction of new transport abilities, 

which can change the carrying costs. 

 

Natural availability 

In the óNatural Availabilityô variant, changes in environmental and climatic conditions 

with accompanying natural processes result in the alternating exposure and cover-up of 

potential raw materials sources on the landscape, which influences the availabil ity of raw 

materials. However, erosion of raw material sources without replacement can also affect 

the availability of sources. In this variant, the frequency of raw materials in the 

archaeological record is due to abundance and availability of sources on the surrounding 
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landscape. Thus, changes in archaeological raw material frequencies are due to changes 

in the natural availability and abundance of raw material sources on the landscape (c.f. 

Andrefsky 1994, Brown 2011, Volman 1981). 

 

Mobility-linked 

In the second variant called ñMobility-linkedò, archaeological raw material frequencies 

are linked to the foraging range size, foraging pattern, and frequency of residential moves 

of foragers. When foraging range size increases it can change the type of raw materials 

that are encountered. Conversely, as foraging range size decreases it can limit the 

availability of some resources because some sources would be rarely visited. Thus, raw 

material availability co-varies with changes in human mobility strategies. Changes to 

foraging pattern to included new areas, while precluding old ones can also change the 

type of raw material that are encountered. Additionally, the changes in the frequency of 

residential moves can alter the type of raw materials that are encountered as new 

residential sites can be situated more frequently close to new raw material sources. Thus, 

in this variant, raw material frequencies in the archaeological record can be due to 

foraging range size and pattern or the frequency of residential moves. It follows then that 

change in archaeological raw material frequencies can result from changes in foraging 

range size, pattern, or frequency of residential moves (c.f. Ambrose and Lorenz 1990, 

Kuhn 2004, 1991, McCall 2007, McCall and Thomas 2012).  
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New transport abilities/Carrying costs 

In this variant archaeological raw material frequencies are linked to changes in the 

transport abilities or the carrying costs of a group. The introduction of technologies such 

as bags, baskets, sleds, watercrafts or the use of horses can lower the cost of carrying or 

transporting raw materials, in turn, affecting what is transported back to and discarded at 

the site. Archaeological raw material frequencies are due to the ability to transport raw 

materials that is possessed by a forager group. Thus, when changes in transport 

abilities/carrying cost occur it changes the archaeological raw material frequencies. 

 

Preference-based change 

In the óPreference-based changeô model category, it is posited that changes in the 

archaeological raw material frequencies can be due to three different possibilities: 1) 

Changes in the strategic selection of raw materials that takes advantage of raw material 

qualities for a specific functional or utilitarian purpose; 2) Changes in the selection due to 

symbolic properties of the raw materials; 3) Changes in social learning or cultural aspects 

performed by the group in the form of traditions of tool procurement and use or trade and 

exchange of materials,  

The selection for symbolic value seemingly does not belong to this model. The 

question whether symbolic value is something that is deliberately selected is linked to the 

debate about function versus culture. This debate was most famously undertaken by 

Binford (1966, 1973) and Bordes (1970) in the 1960ôs and 70ôs. However, ethnographic 

examples from Australia shows that raw materials were directly procured for qualities 

linked to symbolic value (e.g. Clendon 1999). Therefore the óNon-functionalô model 
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variant presented in the ópreference-based changeô model category should be seen as a 

strategy that targets a raw material for a specific quality regardless of whether that quality 

is linked to function/utility or symbolic value. 

 

Utilitarian 

In the óUtilitarianô variant, the changing proportion of raw materials that are used to 

create tools results from the changing functional/utilitarian requirements of the 

technological strategy that is employed (c.f. Gould 1985, Gould and Saggers 1985, 

Mackay 2008). When selecting a raw material for a utilitarian purpose the forager can 

exploit new resource making new tools with new requirements and use the tools in new 

ways. Conversely, the forager can also exploit old resources making new tools with new 

requirements and use the tools in new ways. Different raw materials present the forager 

with tradeoffs (e.g. abundance of raw material, flakeability, edge sharpness, edge 

toughness). By strategically selecting a raw material for a utilitarian purpose the forager 

also faces costs linked to travel and search, procurement, and manufacturing. Depending 

on the utility (e.g. flakeability, edge strength, edge sharpness) that is being sought, the 

forager selects whatever raw material has the lowest cost in terms of search, procurement, 

manufacture, and use given the climatic or environmental context. Thus, the raw material 

with the highest net-return rate of utility is selected. In this variant, archaeological raw 

material frequencies are due to the strategic selection of the raw material with the highest 

net-return rate of the sought-after utility. Changes in the archaeological frequencies are 

due to changes in the net-return rates of raw materials, which can be affected by the 

environmental and/or behavioral context of the forager (c.f. Mackay 2008). 
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Non-functional 

In the ñNon-functionalò variant, the selection of raw materials and the changing 

proportions of raw materials reflect changes in the symbolic needs of the tool maker. The 

symbolic value of the final product is determined by raw material selection. In this 

variant, archaeological raw materials frequencies change because of changes in the 

symbolic value of raw materials (c.f. Clendon 1999, Gould et al. 1971, Wurz 1999). 

 

Social learning/Culture 

In this variant, raw material frequencies are linked to endogenous culturally transmitted 

preference or horizontal transmission of preference introduced from outside. Changes to 

the traditions of a group (vertically transmitted and relatively stable in a group), which 

are enforced by social learning can be brought on from inside the group, maybe due to a 

new discovery and invention. A change in the culturally transmitted preference of a raw 

material, perhaps needed for a new tool, leads to a change in raw material selection. 

Alternatively, raw material change is due to the influx of change from the outside either 

by trade or exchange or dominance by a new group (c.f. Akerman et al. 2002, Deacon 

1989, Torrence 1996). Thus, in this variant, changes in archaeological raw material 

frequencies are the result of endogenous changes in culturally transmitted preference or 

due to horizontal transmission of change introduced from outside. 

This model framework that outlines models that propose why raw material 

frequencies change in the archaeological record will be the used when I below present the 

archaeological evidence for raw material selection and change in the South African 

Middle Stone Age. 
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CHAPTER 3: RAW MATERIAL SELECTION IN THE AFRICAN STONE AGE  

Introduction  

In this chapter, I will first briefly look at raw material selection and technological 

organization in the African Early (ESA) and Later Stone Age (LSA), and then I will 

thoroughly review the evidence for raw material selection and technological organization 

from the Middle Stone Age (MSA) record from South Africa and Lesotho. At the end of 

this chapter, I will present a framework for different models that have been proposed to 

explain raw material change in the South African MSA. 

It is has been argued that the African continent has a greater diversity of stone 

materials available for stone tool manufacturing compared to Western Europe. Because 

of this raw material selection has figured prominently in studies of hominin technological 

variability in Africa (Brown 2011, Clark 1980). Goodwin and Van Riet Lowe (1929, 

1929) divided the African Stone Age into three major phases based at a general level by 

the presence of large core tools in the ESA, prepared cores with flakes and blades as the 

products in the MSA, and microlithic, scraper and flake tool technologies in the LSA. In 

other words, the overall pattern in the African Stone age is a long and punctuated 

progression from larger and cruder to smaller and refined tools, and increased complexity 

in core reduction techniques, which reveals an elevated depth of planning (Brown 2011). 

Lithic raw material preference changes over time from the preference of tougher and 

durable materials through the ESA and most of the MSA towards an increased use of 

fine-grained and what has been argued to be higher quality raw materials in the late MSA 

and early LSA (Ambrose 2002, Brown 2011). 
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Earlier  Stone Age  

The ESA dates from as early as 3.3ma (Harmand et al. 2015, McPherron et al. 2010) or at 

least 2.6ma (Delagnes and Roche 2005, Roche 1999, Semaw et al. 2003, Semaw 2000, 

1997, Stout et al. 2010, Stout et al. 2005) to approximately 500ka with the onset of blade 

production and hafting of points (Herries 2011, Johnson and McBrearty 2010, Porat et al. 

2010, Wilkins and Chazan 2012, Wilkins et al. 2012) but definitively 300ka-250ka 

(Marean and Assefa 2005). The ESA was potentially the result of the behavior of at least 

4 hominin species including A. afarensis, H. habilis, H. erectus, and H. heidelbergensis. 

The ESA can be classified as core-tool technology but flake removals were also utilized, 

and the ESA can be divided into three major periods, the óLomekwianô dating from at 

least 3.3ma to perhaps 2.6ma (Harmand et al. 2015), the Oldowan dating from 2.6ma to 

1.8ma (Semaw et al. 2003, Semaw 2000, 1997), and the Acheulian dating from 1.8ma to 

perhaps 500ka (Herries 2011, Lepre et al. 2011).  

Broadly, the Oldowan (post-Lomekwian) can be characterized by the production 

of simple flaked pieces and detached pieces made on river cobbles resulting from erosion 

of volcanic deposits (Brown 2011). The earliest evidence of the ESA all comes from 

Eastern African sites in Kenya, Tanzania, and Ethiopia but evidence is also found for the 

Oldowan and Acheulian in Southern Africa at sites such as Sterkfontein, Swartkrans, and 

Wonderwork Cave. Leakey (1971) originally defined the Oldowan as being typologically 

diverse with some specialized tool forms. However, Toth (1985) showed that most flakes 

could be viewed as stages in a continuum, while Potts (1991) proposed that much of the 

variability observed in the Oldowan is attributable to morphology of the raw material 

package, form and reduction degree (Brown 2011).  
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It has been previously proposed that the ESA does not show a lot of evidence for 

cognitive complexity (Ambrose 2001). However, more recent research shows that the 

makers of the Oldowan in some cases selected and transported materials in a preferential 

manner (Braun et al. 2009, Braun, Plummer, et al. 2008, Braun, Rogers, et al. 2008, 

Goldman-Neuman and Hovers 2012, Harmand 2009, Stout et al. 2005). Several studies 

have shown that early hominins preferentially selected raw materials due to certain 

qualities or properties such as having few flaws and not being weathered (Schick and 

Toth 1993), being fine-grained and easy to flake (Stout et al. 2005), and being abrasion-

resistant, predictable, and having few impurities (Braun et al. 2009, 2008). The work by 

Braun and colleagues (2008) showed that non-local raw materials were transported as far 

as 10 kilometers. Harmand (2009) showed that occupants at Lokalaei 1 and 2c localities 

in West Turkana preferentially selected medium-grained phonolite. Goldman and Hovers 

(2012) investigated Oldowan localities in the Makaamitalu basin in Hadar, Ethiopia. 

They found that at A.L. 894 the hominins selected against non-homogeneous materials, 

while at A.L. 666 the hominins selected high-quality raw materials and procured rare 

materials from unknown sources. 

 Following the Oldowan is the Acheulian period. The Acheulian spans from 1.8ma 

to 500ka (Herries, Curnoe, and Adams 2009, Lepre et al. 2011) and it marks the 

introduction to true bifacial shaping technology usually recognized in the form of the 

hand axe or the cleaver core tool. However, the Acheulian also includes flake tools and 

unmodified flakes and scrapers. Compared to the Oldowan, the regular shape of the hand 

axe has been used as evidence to argue that hominins making Acheulian technology had 

advanced cognition in both planning and tool making (Delagnes and Roche 2005). Early 
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studies of the tool diversity and the cultural implications of the hand axe form and shape 

argued that it reflects cultural traditions (Isaac 1975, Noll 2000). However, raw material 

selection by the makers of the Acheulian has been heavily studied to understand inter-

assemblage variability (Sharon 2008). Isaac (1986) and Clark (1980) contended for a 

similar approach in the form of residual analyses where the goal is to remove the effects 

that raw materials have on the finished tool before discussing whether different biface 

shapes and forms indicate different cultural traditions. Clark argued that we should try to 

separate those material-based aspects of the Acheulian technology that can be easily 

tested such as the primary form of the raw material, distance and quantity of materials on 

the landscape, material texture or fabric of material from those aspects that are harder to 

test such as range of variability expected within and between groups, mental templates, 

and task-specific demands (Brown 2011). Clarkôs argument still holds, and this study 

focuses on the material-based aspects of the South African Middle Stone Age that are 

potentially easier to test. 

 Using Isaac and Clarkôs approach early experimental studies aimed to understand 

the relationship between raw material diversity and edge characteristics (Brown 2011). 

Jones (1979) found that experimentally created bifaces made on quartzite are excellent 

for butchery because the edges do not dull easily. However, the quartzite did not allow 

for careful retouch. Given that, Jones proposed that tools made on finer-grained materials 

that have been retouched to keep the edge sharp are not refined. Instead, Jones contended 

that it takes the same level of skill to manufacture bifaces on coarse-grained quartzite as 

it does with finer-grained materials (Brown 2011). 
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Later efforts have sought to rate raw materials based on their mechanical 

properties to better understand technological variability. Noll (2000) used Taber abrasion 

(resistance to abrasive force), rebound hardness (flakeability) and uniaxial compressive 

strength (material stiffness) tests to rate igneous stone available surrounding the 

Acheulian site of Olorgesaile in Kenya. Noll found that cutting edge seemed to be more 

important than symmetry, while the frequency of raw materials has significant effect on 

tool thickness, scar stepping, and edge angle (Brown 2011). In conclusion, Noll (2000) 

proposed that the raw materials at Olorgesaile were selected for hardness and strength 

and that the large cutting tools were manufactured to provide its makers with long cutting 

edges. Sharon (2008) found that makers of hand axes and cleavers at a suite of Acheulian 

sites in Africa and Western Asia preferred durable materials. Sharonôs (2008) research 

alongside others (Braun et al. 2009, Stout et al. 2005) suggested that hominins that 

created Oldowan and Acheulian assemblages sometimes selected durable materials even 

though raw materials that were more predictable were available (Brown 2011). This, in 

combination with the evidence of relatively long-distance transport of some materials 

(Braun, Plummer, et al. 2008, Clark and Kurashina 1979), implies that the ability to 

preferentially select materials for specific mechanical properties is a trait shared by all 

hominin toolmakers (Brown 2011).   

 

Later Stone Age 

The following review of the LSA will focus on the South African record. The LSA can 

be broadly defined as a microlithic, scraper, and flake tool technology. The LSA in the 

Cape can be divided into four major industries, the Robberg Industry dating from 22ka to 
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12ka (Deacon 1978), the Oakhurst formerly known as Smithfield A and generally 

recognized in the eastern Cape dating from 12ka to 8ka (Mitchell 2002), the Albany 

generally recognized on the southern cape dating from 12ka to 8 ka (Deacon 1978), and 

the Wilton dating from 8ka to 2ka (Deacon and Deacon 1999, Deacon 1978). In addition, 

after the Wilton more informal technologies appear that sometimes are termed the 

Smithfield or the ómacrolithicô that date from 2ka to contact (Deacon and Deacon 1999). 

 The Robberg is well represented at three sites: Nelson Bay Cave (NBC) in 

Plettenberg Bay (Deacon 1978), Rose Cottage Cave (RCC) in the Free State (Wadley 

1996), and Sehonghong (SHH) in Lesotho (Carter, Mitchell, and Vinnicombe 1988, 

Mitchell 1996, 1995). The Robberg assemblages are characterized by microlithic 

bladelets with no retouch that are made on blade cores and a small number of backed 

tools and scrapers (Brown 2011). There are also bone tools at Nelson Bay Cave. 

However, undescriptive flakes and debitage represent the vast majority of the 

assemblages. Not surprisingly, the raw material preferences between the sites are 

different. At Nelson Bay Cave on the south coast, quartz was the preferred raw material 

(Figure 3), followed by quartzite and some silcrete (Deacon 1978). However, the raw 

material frequencies change in a moderately vectored way through time with quartz 

decreasing while quartzite and silcrete increase. At Rose Cottage Cave and Sehonghong 

located in the Free State and mountainous Lesotho respectively the preferred material 

was Opaline (Mitchell 1995, Wadley 1996). In terms of the blade technology, Mitchell 

(1995) argued that the presence of crested blades in the Robberg suggests standardized 

blade reduction, while Deacon (Deacon 1995a) argued that the small blades in the 

Robberg and the Howiesons Poort was both made by indirect percussion (punch). 
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Figure 3. Relative Frequencies of raw materials from LSA layers for all stone artifacts at 

Nelson Bay Cave (NBC). Frequencies are shown in comparison to comparable glacial 

and inter-glacial states (Marine Isotope Stages). Raw material frequencies and ages from 

Deacon (1978). 

 

 Following the Robberg is the Oakhurst, also known as Smithfield A. The 

Oakhurst industry was named after the rock shelter near Wilderness and is characterized 

by round endscrapers, duckbill scrapers, some polished bone and a few backed pieces 

(Deacon and Deacon 1999). Mostly the Oakhurst assemblages are made on more coarse-

grained raw material than the preceding Robberg and the following Wilton (Deacon 

1978, Mitchell 2002). The Oakhurst has been divided into regional variants including the 

Albany in the Southern Cape and Lockshoek in the Karro (Deacon and Deacon 1999). At 

Nelson Bay Cave quartzite dominates the Albany (Oakhurst) levels with more than 90% 

of the artifacts made on Quartzite (Figure 3). At Boomplaas (BP) the Albany layers show 
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the highest percentage of quartzite during the LSA in its sequence (Deacon 1978, 

Mitchell 2002). A reasonable argument for the lack of fine-grained materials in the 

Oakhurst is that the fine-grained materials were replaced by bone tools that are found in 

Oakhurst assemblages (Brown 2011). 

 The Wilton follows the Oakhurst and it applies to mid to late Holocene 

microlithic assemblages (Barham and Mitchell 2008). These assemblages can be 

subdivided into Classic Wilton (Mid-Holocene) dating from 8ka to 4.5ka and the Late 

Holocene Wilton dating from 4.5ka to 2ka (Deacon and Deacon 1999). The Late 

Holocene Wilton is also termed the Interior Wilton, Late Wilton or Post-Classic Wilton 

(Deacon and Deacon 1999). Classic Wilton is characterized by a wide range of 

microliths, borers, small scrapers, double scrapers, ornaments, and polished bones, while 

the Late Holocene Wilton showcases fewer segments but an increase in bladelets (Brown 

2011). At Nelson Bay Cave quartzite was the preferred raw material (Figure 3), while 

Opaline was the dominant raw material at Rose Cottage Cave (Wadley 2000). However, 

at the type-site quartz, silcrete and chalcedony are all preferred materials in all artifact 

categories (Deacon 1972). 

 After the Wilton, there is a lot of variability in terms of artifact size and raw 

material use but at least two kinds of assemblages are identified (Deacon and Deacon 

1999, Orton 2008). Both types of assemblages reflect a decrease in the percentage of 

formal tools and reduced diversity of raw materials. The first type of assemblage is 

sometimes termed the Smithfield, which have pottery and stone tools made on fine-

grained materials such as indurated shale, chalcedony, quartz and silcrete. If the 

assemblage includes long scrapers with backed bladelets it is called Smithfield. 
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Boomplaas has an assemblage post-dating the Wilton that consists of faunal remains 

reflecting pastoralism and small scrapers and backed blades made on fine-grained raw 

materials (Deacon and Deacon 1999)  The second type of assemblage sometimes termed 

the ómarcolithicô precedes and is contemporary with the Smithfield. The ómacrolithicô 

assemblages have no pottery and they exhibit large unretouched flakes made on coarse-

grained raw materials such as quartzite. At NBC, the assemblage that post-dates the 

Wilton consists of large and informal stone tools (Deacon and Deacon 1999). It has been 

argued that this change to a very informal technology with less formal tools and less raw 

material diversity is the result of changes in activity (Deacon and Deacon 1999, Schrire 

and Deacon 1989) but it could also be the result of imposed territory constraints imposed 

by expanding pastoralists (Jerardino 2007, Smith et al. 1991). 

 

Southern African Middle Stone Age 

Compared to the rest of the countries in southern Africa the MSA record from South 

Africa and Lesotho is very rich. There are sites that have yielded both stratified ESA and 

MSA layers such as Montagu Cave (Keller 1973, 1970) and sites that have a sequence 

from the ESA to the LSA such as Cave of Hearths (Mason 1957, McNabb and Sinclair 

2009, van Riet Lowe 1954). A great number of sites have yielded stratified MSA and 

LSA layers; in South Africa: Blombos cave, Boomplaas Cave, Nelson Bay Cave, Rose 

Cottage Cave, and Die Kelders Cave 1. In Lesotho: Sehonghong, Melikane, Moshebiôs 

Shelter, and Ntloana Tsoana. There have been at least 5 proposed nomenclature systems 

for the MSA in South Africa (Goodwin 1929, Goodwin and Van Riet Lowe 1929, 

Goodwin 1928, Lombard et al. 2012, Sampson 1974, 1972, Volman 1984, Wurz 2002). 
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Today the recognized stone age sequence in South Africa combining Volman's (1984), 

Wurz's (2002), and Lombard and colleaguesô (2012) nomenclatures goes roughly like 

this: ESA, early MSA, Klasies River (MSA I or MSA 2a), Mossel Bay (MSA II or MSA 

2b), pre-Still Bay, Still Bay, Howiesons Poort, post- Howiesons Poort (Sibudan, late 

MSA or MSA 3), final MSA (MSA 4 or MSA IV), and LSA. Important to note that this 

is not likely the consensus nomenclature but it will be used as the nomenclature in this 

study. 

The first one to define the MSA in southern Africa was A.J.H. Goodwin, which in 

1928 after looking at numerous artifacts he could not assign to either the ESA or the 

LSA, decided to make an intermediate subȤstage in the Stone Age called the Middle 

Stone Age (MSA). He noticed that there were assemblages that did not have the large 

handȤaxes and cleavers of the ESA or the microliths of the LSA and that these 

assemblages were dominated by a flakeȤbased technology (Goodwin 1928). Goodwin 

(1928) outlined a system that grouped the MSA into several groups of industries and 

variations. Goodwin (1928: 99-100) stated that the term industry could only be used 

when a group of tools was definable and certain, and the term variation would be used 

when there were uncertainties about the specific tool group relations to the other tool 

groups or if there was a lack of data accumulated. One of the tool morphologies he used 

to separate variations were points. Goodwin separated the MSA into 8 groups; these were 

the Glen Grey variation, Mossel Bay variation, Still Bay variation, Howiesons Poort 

variation, Pietersburg variation, Hagenstad variation, Alexandersfontein variation, and 

Sawmills variation (Goodwin 1928). Even though there were all these different industries 

and variations Goodwin (1929) stated that they all shared certain features: convergent 
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flakes, use of points and facetted flake butts. He argued that they all had a common origin 

point up north and had all been influenced by the Mousterian (Goodwin 1929: 143). The 

assemblages Goodwin used for his classification came from either selected surface 

collections or excavations where the excavator had no proper training. This resulted in a 

classification system that was based on selected tool types. 

Through the 1930's up to the 1970ôs several new sites were excavated. Two sites 

that became important at the time were the Cave of Hearths in the Transvaal (Mason 

1957, McNabb and Sinclair 2009, van Riet Lowe 1954) and Skildergat Cave in the 

Southern Cape (Jolly 1948, 1947). The Cave of Hearths yielded a MSA sequence that 

was unparalleled at that time and gave the first long MSA sequence in the Transvaal 

(Volman 1981). The Cave of Hearths clearly showed that the MSA was stratified 

between the ESA and the LSA (McNabb and Sinclair 2009). Skildersgat Cave (now 

named Peers Cave) is located in the Western Cape. This cave, which was excavated 

several times, was crucial at the time to understand the relationship between the 

Howiesons Poort and Still Bay variations (Jolly 1948, 1947). Other sites that were 

excavated and contributed to understanding the MSA sequence were: Tunnel Cave and 

Skildergat Kop (Malan 1955), Howiesons Poort Rock Shelter (Deacon 1995b), Mwuluôs 

Cave (Tobias 1949), Bushman Rock Shelter (Louw 1969, Vogel 1969),  Peersô Shelter 

(Goodwin and Peers 1953), Border Cave (Beaumont, de Villiers, and Vogel 1978, 

Butzer, Beaumont, and Vogel 1978, Grün et al. 2003, Grün and Beaumont 2001, Grün, 

Beaumont, and Stringer 1990), and Boomplaas Cave (Deacon 1979, Deacon et al. 1983, 

Deacon, Deacon, and Brooke 1976). 
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In the 1970ôs Garth Sampson (1974, 1972) designed a new nomenclature for the 

MSA in Southern Africa. Using a chronology based on statistical analysis of lithic 

assemblages from several sites he structured the MSA into, from oldest to newest, the 

Pietersburg complex, the Bambata complex, and the Howiesons Poort and Umguzan 

related assemblages (Magosian) (Sampson 1974). Sampsonôs nomenclature soon came 

under critique because of a steadily increasing radiocarbon database, which suggested 

that the MSA assemblages were far older than suspected, and the fact that the transitional 

Magosian had inconsistent radiocarbon ages (Klein 1970). 

Following the original excavations and publication of the Klasies River 

assemblages by Singer and Wymer (1982) Volman (1984) introduced a new 

nomenclature for the MSA in Southern Africa. Based on the descriptions Singer and 

Wymer gave about the different stratified layers and the change in raw material and tool 

types throughout the sequence Volman introduced a sequence that he argued could be 

used for any MSA assemblage south of the Limpopo River (Volman 1984: 200-209):  

¶ MSA 1: Characterized by a high percentage of convergent flake cores and 

small broad flakes that rarely shows evidence of faceting. Denticulates are 

the most abundant retouched tool, while there are no retouched points and 

scrapers with retouch are rare. Volman assigned MSA 1 assemblages to 

MIS6. 

¶ MSA 2a & 2b: Characterized by large narrow flakes and blades that 

decrease in average length from MSA 2a to MSA 2b. There is an increase 

in the abundance of retouched artifact types from MSA 2a to MSA 2b. 
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Denticulates are common in MSA 2a, while retouch points are common in 

MSA 2b. Volman assigned MSA 2a and 2b assemblages to MIS5e-5a. 

¶ Howiesons Poort: Characterized by a high percentage of retouched tools in 

the form of segments, trapezoids, and allied backed or truncated pieces, 

while flakes are not usually facetted, and they are smaller and broader 

compared to flakes in MSA 2. Additionally, there is an increase in the use 

of fine-grained material in contrast to preceding and following MSA 

phases. The Howiesons Poort contains scrapers and variable proportions 

of unifacially and bifacially retouched points. Volman assigned 

Howiesons Poort assemblages to MIS4. 

¶ MSA 3: Characterized by the same types of artifacts as in MSA 2 

assemblages; very similar to MSA 2b. There is a trend towards large flake-

blades in the final stage of the phase. Volman assigned MSA 3 

assemblages to MIS3. 

In 2002, Sarah Wurz (2002) designed a new nomenclature system for the MSA in 

southern Africa. She bases her system on the KRM sequence. It is not a widely used 

nomenclature so I will  not outline its details but one important thing Wurz did was to add 

the Still Bay technological phase to her nomenclature, wedged between Volmanôs stage 

MSA 2b and the Howiesons Poort (Wurz 2002). 

The most updated nomenclature is presented by Lombard et al. (2012). They 

subdivided the MSA into eight South Africa and Lesotho (SAL) technocomplexes.  

¶ The earliest technocomplex is the early Middle Stone Age, which they 

argued lasted between 300 ka to 130 ka coinciding with MIS8 to MIS6.  
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¶ The Klasies River technocomplex dates from 130 to 105 ka and is the 

same as the MSA I at Klasies River or MSA 2a generally. It coincided 

with MIS5d and 5e.  

¶ The Mossel Bay technocomplex followed, known as MSA II at Klasies 

River and MSA 2b generally. It dates to 105 ka to 77 ka and it coincided 

with MIS5a to 5c. 

¶ The Mossel Bay was followed by a technocomplex informally termed the 

pre-Still Bay, dating from 90 ka to 72 ka. This technocomplex, they 

argued, coincided with MIS5 to MIS4 transition.  

¶ The Still Bay dates from 77 ka to 70 ka and coincided with the MIS5a to 

MIS4 transition.  

¶ The Howiesons Poort followed and it dates from 66 ka to 58 ka coinciding 

with MIS4 to MIS3 transition.  

¶ Following the Howiesons Poort is the Sibudu technocomplex, which is 

known as the late MSA/post-Howiesons Poort or MSA 3 generally, or 

MSA III at Klasies River. It coincided with MIS3.  

¶ Finally, they have the final Middle Stone technocomplex that they date 

from 40 ka to 20 ka. It is known as MSA IV at Klasies River or MSA 4 

generally. It coincided with the MIS3 to MIS2 transition. 

In the late 1990ôs and 2000's several new sites started to be excavated, with higher 

attention to detail and where state of the art dating techniques are being applied to date 

their sequences. These new sites have improved our understanding of the MSA and I will 

review them here focusing on raw material selection and technological organization. The 
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focus here will be on sites that have been dated with the single-grain OSL technique (e.g., 

Jacobs, Roberts, et al. 2008a) and that have a well-understood stratigraphy yielding 

relatively high-resolution data on lithic technology. I will omit open-air sites. 

I will first review sites from western South Africa and the Cape region (Figure 4): 

Klasies River (KRM), Blombos Cave (BBC), Diepkloof Rockshelter (DRS), Die Kelders 

Cave 1 (DK1), Nelson Bay Cave (NBC), Klein Kliphuis (KKH), Klipdrift Shelter (KDS), 

Apollo 11 (AP), and then I will shift my focus to eastern and central South Africa and 

Lesotho and review the following sites: Sibudu (SIB), Rose Cottage Cave (RCC), 

Sehonghong (SHE), Umhlatuzana (UHM), and Ntloana Tsoana (NT) (Figure 4). 

 
Figure 4. The geographic location of MSA sites with well-stratified and well-described 

deposits. Satellite image from Google Earth. AP: Apollo 11, DRS: Diepkloof Rock 

Shelter, KKH: Klein Kliphuis, DK1: Die Kelders Cave 1, BBC: Blombos Cave, PP5-6: 

Pinnacle Point 5-6, PP13B: Pinnacle Point 13B, NBC: Nelson Bay Cave, KRM: Klasies 

River, RCC: Rose Cottage Cave, NT: Ntloana Tsoana, UHM: Umhlatuzana, KDS: 

Klipdrift Shelter, SIB: Sibudu. 

 

 


