Molecular Dynamic Simulations of Diffusion and Phase Behaviors of Colloidal Particles
in Two-Component Liquid Systems

by

Wei Gao

A Dissertation Presented in Partial Fulfillment
of the Requirements for the Degree
Doctor of Philosophy

Approved May 2017 by the
Graduate Supervisory Committee:

Lenore Dai, Chair
Yang Jiao
Heather Emady
Yongming Liu
Matthew Green

ARIZONA STATE UNIVERSITY

August 2017
ABSTRACT

A comprehensive and systematic investigation on the diffusion and phase behaviors of nanoparticles and macromolecules in two component liquid-liquid systems via Molecule Dynamic (MD) simulations is presented in this dissertation.

The interface of biphasic liquid systems has attracted great attention because it offers a simple, flexible, and highly reproducible template for the assembly of a variety of nanoscale objects. However, certain important fundamental issues at the interface have not been fully explored, especially when the size of the object is comparable with the liquid molecules. In the first MD simulation system, the diffusion and self-assembly of nanoparticles with different size, shape and surface composition were studied in an oil/water system. It has been found that a highly symmetrical nanoparticle with uniform surface (e.g. buckyball) can lead to a better-defined solvation shell which makes the “effective radius” of the nanoparticle larger than its own radius, and thus, lead to slower transport (diffusion) of the nanoparticles across the oil-water interface. Poly(N-isopropylacrylamide) (PNIPAM) is a thermoresponsive polymer with a Lower Critical Solution Temperature (LCST) of 32°C in pure water. It is one of the most widely studied stimulus-responsive polymers which can be fabricated into various forms of smart materials. However, current understanding about the diffusive and phase behaviors of PNIPAM in ionic liquids/water system is very limited. Therefore, two biphasic water-ionic liquids (ILs) systems were created to investigate the interfacial behavior of PNIPAM in such unique liquid-liquid interface. It was found the phase preference of PNIPAM below/above its LCST is dependent on the nature of ionic liquids. This potentially allows us to manipulate the interfacial behavior of macromolecules by tuning
the properties of ionic liquids and minimizing the need for expensive polymer functionalization. In addition, to seek a more comprehensive understanding of the effects of ionic liquids on the phase behavior of PNIPAM, PNIPAM was studied in two miscible ionic liquids/water systems. The thermodynamic origin causes the reduction of LCST of PNIPAM in imidazolium based ionic liquids/water system was found. Energy analysis, hydrogen bonding calculation and detailed structural quantification were presented in this study to support the conclusions.
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1. **INTRODUCTION**

Diffusion and phase behavior of colloidal particles in liquid-liquid systems have received a considerable amount of attention. Surface catalysis, solid-state emulsion, microfluidic devices, membrane separation, and cell membranes are real-world circumstances in which particles are usually spatially confined at interface.\(^1\)\(^-\)\(^6\) Behavior of colloids in spatially confined environment is more complicated than that in unbounded three-dimensional bulk liquid. The diffusion and self-assembly process of colloidal particles at interface are affected not only by the physical and chemical properties of the particles themselves, but also by the two immiscible phases which form the interface. While many studies exist regarding the colloidal system composed of oil and water, there have been limited studies of nanoparticles and polymer molecules in liquid-liquid systems composed of water and ionic liquids, which have shown great potential as a new strategy to modify the function of ionic liquids.\(^7\) In particular, there is a strong need of using molecular dynamics simulation to elucidate the interaction mechanism between colloidal particles and solvent species. In our study, we employed Molecular Dynamic simulations as our tool to conduct a systematic and comprehensive investigation of nanoparticles and macromolecule at/across liquid-liquid interfaces. In addition, macromolecule in miscible ionic liquids-water systems were also studied in this thesis to seek a better understanding of the interactions between ionic liquids and macromolecules.

Chapter 2 is divided into three sections dedicated to provide the readers some fundamental understanding and background knowledge of the “key roles’ in this dissertation. In the first section, we introduced the theories and applications about the diffusion and self-assembly of colloidal particles at liquid-liquid interface. Next, in
section 2.2, the unique properties of ionic liquids, especially their miscibility and solubility characteristics were discussed in greater details. In section 2.3, we provided background information about a “smart material”, Poly(N-isopropylacrylamide) (PNIPAM), which is a thermoresponsive macromolecule with a Lower Critical Solution Temperature (LCST) of 32°C. The most widely accepted mechanism to explain PNIPAM’s sudden extended-to-coiled phase transition at LCST was introduced. Our motivations of studying the phase behaviors of PNIPAM in two-component liquid-liquid systems, in particular, ionic liquids/water systems were explained in this section.

Chapter 3 describes the methodology utilized in this thesis work—Molecular Dynamic (MD) simulations. This computational method calculates the time dependent behavior of a molecular system. It can provide microscopic-level information, such as atomic positions and velocities and “translate” this microscopic information into macroscopic observables including temperature, pressure, energy, heat capacities, and so on. MD simulation is a powerful tool to investigate the structure, interactions, dynamics and thermodynamics of nanoparticles and macromolecules and its complexes at atomic level. All MD simulations in this thesis were performed using the GROMACS package, an open-source and free software widely used for dynamic simulations. We also introduced the theories and principle behind the software. For example, we introduced our integration method and periodic boundary conditions (PBC). In addition, we explained the methodologies to maintain constant temperatures and pressures in our simulation systems. In particular, special attentions were given to discuss our force fields selections and verifications.
Systematical investigation on the effects of nanoparticles’ size, shape and surface composition on their diffusive behaviors at/across the water/oil interface were conducted in Chapter 4. This chapter was mainly motivated for two reasons: first, the kinetics of particle adsorption onto the liquid interface is not completely understood, especially when the particle size is comparable to the liquid molecular size. Second, there are only limited studies about effects of anisotropic particle’s shapes on the self-assembly and diffusion behaviors of nanoparticles in liquid-liquid systems. Thus, in this chapter, four different nanoparticles were created for our study: modified hydrocarbon nanoparticles with a mean diameter of 1.2 nm (1.2HCPs), modified hydrocarbon nanoparticles with a mean diameter of 0.6 nm (0.6HCPs), singled-walled-carbon nanotubes (SWCNTs), and buckyballs. We found that the diffusion coefficients of 0.6HCP and 1.2HCP were larger than the corresponding values predicted using the Stokes-Einstein (SE) equation and attributed this deviation to the small particle size and the anisotropy of the interface system. In addition, we found the derivative of the Potential of Mean Force (PMF) served as an effective driving force for the particles along the direction perpendicular to the interface which lead to the values of diffusion coefficients of 0.6HCP and 1.2HCP were close to each other. We also found that nanoparticles with isotropic shape and uniform surface, such as buckyballs, tend to have smaller diffusion coefficients than those of nanoparticles with comparable dimensions but anisotropic shapes and non-uniform surface composition, e.g, SWCNT and 0.6HCP. One possible hypothesis for this behavior is that the “perfect” isotropic shape and uniform surface of buckyballs result in a better defined “solvation shell” (i.e., a shell of solution molecules), which leads to a larger “effective radius” of the particle, and thus, a reduced diffusion coefficient.
The objective of Chapter 5 is to study the interfacial behaviors of PNIPAM in the biphasic water-ionic liquids (ILs) systems. Currently, our understanding of macromolecule’s interfacial behaviors at the water-ILs interface is far from clear, in which the interaction mechanisms between thermal-responsive macromolecules and solvent molecules are least investigated. Thus, in this chapter, extended PNIPAM (equilibrated below its Lower Critical Solution Temperate, “LCST”) and coiled PNIPAM (equilibrated above its LCST) were studied in two different water-ionic liquids systems: water-[BMIM][PF₆] system, and water-[BMIM][TF₂N]. It was found PNPAM exhibited obvious phase preference in the water-[BMIM][PF₆] system: the extended PNIPAM preferred the water phase, while the coiled PNIPAM tended to equilibrate at the IL side of the interface. However, in the water-[BMIM][TF₂N] the phase preference of PNIPAM was independent to its equilibrated configurations: both extended and coiled PNIPAM equilibrated at the IL phase close to the interface. Interaction energies between PNIPAM and different species in the solvents were calculated to find the thermodynamic origin of PNIPAM’s interfacial behavior in two different water-IL systems. In addition, detailed structural quantification via the radial distribution functions were calculated to precisely determine the interacting functional groups between PNIPAM and solvent molecules. We found that in the water-[BMIM][PF₆] system, BMIM cation were mainly responsible for attracting extended PNIPAM to the IL phase. While in the water-[BMIM][TF₂N] system TF₂N anion played the most significant role in pulling both extended and coiled PNIPAM into the IL side of the interface.

The objective of Chapter 6 is to extend our studies of PNIPAM in a different type of two-component liquid-liquid system—miscible ionic liquids/water systems. Recent
studies showed the imidazolium based ionic liquids can alter the phase behavior of PNIPAM in aqueous solutions. However, the interaction mechanism between macromolecules and ions in ILs/water systems is barely studied. In this chapter, a pure water system and two miscible ionic liquids/water systems, [BMIM][I]/water and [BMIM][Cl]/water systems were created for our study. PNIPAM was simulated in these systems below and above its LCST, at 295K and 350K respectively. Extended-to-coiled phase transition was observed in all three simulation systems. Energy analysis was performed to understand the thermodynamic origin of the phase behaviors in different systems. We found the enthalpy change in the pure water system was significantly higher than the ionic liquid/water systems, which may explain why PNIPAM tended to have a LCST type transition at lower temperatures in the imidazolium based IL/water systems. In addition, it was found that the number of inter-molecular hydrogen bonds between PNIPAM and water were notably lower in the miscible ionic liquids/water systems than the pure water systems, suggesting fewer hydrogen bonds were required to break in the ionic liquid/water systems, which may also explain why PNIPAM could precipitated in the ionic liquid/water system at lower temperatures. Detailed structural quantification via Radial Distribution Functions (RDF) was applied to reveal the interacting functional groups on different molecules. We found PNIPAM had strong interactions with both cations and anions of the ionic liquids. However, the PNIPAM-cation (BMIM) and PNIPAM-anions (I\(^-\), Cl\(^-\)) interactions had different origins. The PNIPAM-BMIM cation interactions were mainly from the nonpolar groups, the isopropyl side chain of PNIPAM and the butyl group of BMIM cation, while the PNIPAM-anions (I\(^-\), Cl\(^-\)) interactions mostly took place between the charged part of PNIPAM (amide hydrogen, carbonyl
carbon) and the anions (I\(^{-}\), Cl\(^{-}\)). In addition, we found the interactions between PNIPAM and I\(^{-}\) were significantly stronger than Cl\(^{-}\). Based on a series of energy analysis and RDF calculations, it was found I\(^{-}\) had weaker associations with other “competing species” such as BMIM cation and water molecules in the simulation box than Cl\(^{-}\). This may cause I\(^{-}\) having relatively stronger interaction with PNIPAM than Cl\(^{-}\). Finally, all the works in this dissertation were concluded and summarized in the last chapter, Chapter 7.
2. BACKGROUND AND MOTIVATION

2.1. Colloidal Particles at Liquid-Liquid Interfaces

The interface between two immiscible liquids, such as oil and water, is often termed as a liquid-liquid interface. It is well known that particles can reside at liquid-liquid interfaces due to a reduction in interfacial energy.\(^8\) Such composite structures have attracted lots of attention in recent years because they offer a simple, flexible, and highly reproducible template for the assembly of a large variety of nanoscale objects. Driven by lowering the interfacial tension between two liquid phases, small objects (< 10 microns) including solid particles and macromolecules such as polymers, proteins, bacteria, and viruses are readily adsorbed onto the liquid-liquid interface to form a stable colloidal system.\(^3,9,10\)

This self-assembled system can find many applications and is central to several emerging technologies. For example, the self-assembly of nanoparticles at fluid interfaces including both liquid–liquid and liquid–vapor interfaces have enabled the preparation of high quality two-dimensional materials,\(^11\) which can be used for the fabrication of freestanding metal films,\(^12\) ultra-thin cross-linked membranes,\(^13–16\) and capsules.\(^17–19\) On the other hand, colloidal properties can be modified by the adsorption of solid particles to generate stabilized micrometer-scale structures such as nanoparticle-armored fluid droplets or phase-arrested gels.\(^20,21\) Small particles adsorbed at fluid interfaces have played an important role in industrial processes related to foams and emulsions. It has been known for many years that particles, instead of surfactants at interfaces can be exploited to tune the stability of an emulsion, called Pickering emulsion, in which small particles form a barrier between the interface of the droplet (dispersed phase) and the
continuous phase to inhibit the coalescence of droplets, and generate kinetically stable emulsions.\textsuperscript{22-25} This section will introduce some basic concepts and fundamental equations related to colloidal particles at liquid-liquid interfaces and then provide a brief discussion of their potential applications.

From the viewpoint of thermodynamics, the adsorption of solid particles onto fluid interfaces is a spontaneous process toward a lower total free-energy configuration.\textsuperscript{26} For a spherical particle adsorbed at the oil-water interface as shown in Figure 2.1, the free energy of particle detachment is minimum at equilibrium and is given by the equation:

\[
\Delta G = \pi r^2 \gamma_{ow} (1 \pm \cos \theta)^2 \quad \text{(Equation 2-1)}
\]

Assuming the system containing an oil phase, a water phase, and a spherical particle, in Equation 2-1 “\(r\)” represents the particle radius, \(\gamma_{ow}\) is the oil-water interfacial tension, and \(\theta\) is the three-phase contact angle measured through the water phase. The sign inside the bracket is positive for absorption into or desorption from oil and negative for absorption into or desorption from water. This calculation for particle desorption energy quantifies how strongly particles are held at the interface. Three phase contact angle (\(\theta\)) of the particle indicates the position where total interfacial energy reaches a minimum.\textsuperscript{26} It is the angle between the tangents to the solid surface and the liquid-liquid interface measured through one of the liquids in each point of the three-phase contact line where the solid and two liquids meet.\textsuperscript{27} An example of a spherical particle at oil-water interface is shown in Figure 2.1.
Figure 2-1 Scheme of a spherical particle with radius $r$ and contact angle $\theta$ residing at the oil-water interface.

For a spherical colloidal particle with a smooth surface at the oil and water interface, the contact angle can be defined in terms of the interfacial tensions by Young’s equation\(^27\) (Equation 2-2)

$$\cos \theta = \frac{\gamma_{PO} - \gamma_{PW}}{\gamma_{OW}} \quad \text{(Equation 2-2)}$$

where $\gamma_{OW}$, $\gamma_{PO}$, and $\gamma_{PW}$ representing the interfacial tensions of the water/oil surface oil/particle surface, and water/particle surface, respectively. According to Equation 2-1, the desorption energy depends on the square of the particle radius, as plotted in Figure 2.2 (a), taking $\theta = 90^\circ$ and $\gamma = 50 \text{ mN/m.}^{26,28}$ For particles with intermediate hydrophobicity ($\theta = 90^\circ$) and the size ranging from several nanometers to several microns, the desorption energy is in large excess with respect to the thermal energy, $kT$, so that particle attachment is essentially irreversible.$^{26,28}$ Only for extremely small particles ($r \leq 1 \text{ nm}$), does this energy become comparable to the thermal energy and attachment may be reversible. Wettability is another important parameter in the
equation. The particle is most strongly held at a contact angle of $\theta = 90^\circ$, when it is equally wet by both liquids, and the adsorption strength drops off quickly on either side of $\theta = 90^\circ$. This effect is illustrated in Figure 2.2 (b) which shows the dependence of the energy required to remove a 10 nm spherical particle from the oil-water interface with an interfacial tension $\gamma_{ow}=36$ mN/m on the contact angle. As we introduced above, the excess free energy has a larger impact on smaller particles, and more discussion related to the three-phase contact angle can be found from the literature.

![Graphs showing energy of detachment and adsorption/desorption energy](image)

**Figure 2-2** Variation of adsorption/desorption energy (E) of a particle at the planar oil/water interface at 298 K with respect to (a) particle radius and (b) contact angle. Adapted from reference 22 and 23, respectively.

For many technological processes, it is important to know the conditions at which a solid particle can be adsorbed and stay attached in equilibrium at the fluid interface. The equilibrium position of a particle at a fluid interface can be estimated by analyzing
the minimum free energy of the system or by analyzing the force balance on the particle. To simplify the discussion here, we only consider a solid spherical particle with radius \( r \) in equilibrium at the oil-water interface when the particle density \( \rho_p \) is larger than that of water, \( \rho_w \), and oil \( \rho_o \) \( (\rho_p > \rho_w > \rho_o) \), Figure 2.1). In this case, the oil-water interfacial tension is the primary factor determining the particle stability at the interface. The force balance analysis is given by:

\[
F_y + F_p = mg
\]

where \( F_y \) is the vertical capillary force:

\[
F_y = -2\pi r \gamma_{ow} \sin \theta \sin (\theta_c + \theta)
\]

and \( F_p \) is the integration of the hydrostatic pressure distribution around the entire particle surface:

\[
F_p = -\rho_w V_{pw} g + \rho_o V_{po} g - (\rho_w - \rho_o) g Z_c A_c
\]

where \( V_{pw} \) is the particle volume immersed in water:

\[
V_{pw} = \frac{\pi r^3 (2 - 3 \cos \theta_c + \cos^3 \theta_c)}{3}
\]

and \( V_{po} \) is the particle volume immersed in oil:

\[
V_{po} = \frac{4\pi r^3}{3} - V_{pw}
\]

The surface tension and contact angle calculated from these equations will be used to validate the molecular dynamic simulation system created to study the particle diffusion behavior detailed in Chapter 4.

As discussed above, the quantification of how strongly colloidal particles are adsorbed and predicting where the particles reside in vertical position at an interface, are
essential in many diverse applications. For example, a strong adsorption providing higher colloidal stability over time is highly desirable for Pickering emulsions, while a lower adsorption of nanoparticles in biomedical applications is more desirable since the increased nanoparticle lifetime in the blood stream will improve drug release, or increase the imaging window when they are used as contrast agents. Meanwhile, estimating and controlling the vertical position (immersion depth) of nanoparticles will have a big impact on optimizing plasmonic and optical properties of the self-assembled system. For example, the plasmonic properties of nanoparticles are affected by their vertical position with respect to the interface due to the difference in the dielectric constant of the two fluids. Yang et al. showed how the localized surface plasmon resonance (LSPR) absorption band of gold nanoparticles changed significantly depending on the immersion depth of the nanoparticle at the water-oil interface.\textsuperscript{32} The vertical position also changed the plasmonic modes and formation of hot-spots on the assemblies of nanoparticles. Several attempts have appeared in the past few years to control this immersion depth to address optical applications. Wang et al. used reagents including dodecanethiol and tetramethylammonium at an oil or water phase respectively to modify the immersion depth of gold nanoparticles at the interface.\textsuperscript{33} Booth et al. employed an electrochemical modulation for this control.\textsuperscript{34} Lin et al. used a gel trapping method after the assembly of nanoparticles at the air – water interface to build a substrate with partially immersed nanorods.\textsuperscript{35} Although great effort has been made, most of these approaches are, however, far from being optimized as they lack the critical quantification of the contact angle of the partially immersed nanoparticles and the fundamental understanding of transport of nanoparticles at/across a fluid interface is far from clear.\textsuperscript{36,37} In addition, the overall
diffusion behavior of synthetic particles at fluid interfaces is closely related to the interactions of biological macromolecules, proteins, and virus capsids with liquid interfaces and cell membranes, and a detailed study of diffusion in non-biological system will build a solid ground for similar studies in the biological systems.

Since Pickering emulsion is one of the important applications for investigating colloidal particles at liquid-liquid interfaces, it would be useful to provide a comparison between classical surfactant-stabilized emulsions and solids-stabilized emulsions first. As illustrated in Figure 2.3, a classical emulsion is stabilized by surfactant, while solid particles are absorbed onto the liquid-liquid interface and serve as stabilizers to prevent the liquid-liquid coalescence in Pickering emulsion. It is named after the British chemist S. U. Pickering, whose paper is considered the first report of this phenomenon in 1907, but actually, this effect was reported 4 years earlier by W. Ramsden in 1903. Figure 2.4 shows a series of 3D images of Pickering emulsion. Although it was quite clear since the paper by Pickering in 1907 that such emulsion had definite advantages in comparison to the classical surfactant-based emulsions, the later were preferred and showed considerable development in various types of applications. Pickering emulsions were largely ignored for a long period and only gained a renewed interest quite recently.
Figure 2-3 Sketch of (a) a classical (surfactant-based) emulsion, (b) a Pickering emulsion. The solid particles adsorbed at the oil–water interface stabilize the droplets in place of the surfactant molecules. Adapted from reference 31.

Figure 2-4 Confocal laser-scanning microscope images showing the rich morphology of microparticles at PDMS-in-water Pickering emulsion interfaces. a–c) The solid particles are 1.1 µm in diameter except in (b), which is a mixture of 1.1- and 4-µm particles. The solid particles are S-PS except in (c), which is a mixture of S-PS (in green) and C-PS particles (in red). d–f) The particle size is 1.0 µm. The solid particles are S-PS (in blue), aldehyde sulfate-treated polystyrene (AS-PS, in green), and C-PS (in red). Adapted from reference 19 and 33.

The particle-laden character of Pickering emulsion brings about specific properties to emulsions. First, the emulsion stability is usually significantly improved in Pickering emulsion, Ostwald ripening can be slowed down or even arrested due to the high desorption energy of particles at liquid-liquid interfaces. Second, the “surfactant-
free” feature makes Pickering emulsion particularly attractive in food, cosmetic and pharmaceutical applications where surfactants usually show adverse effects such as irritancy, cytotoxicity, and hemolytic behavior.\textsuperscript{41} For example, emulsions stabilized by titanium oxide are potential alternatives to replace conventional surfactants and lead to new skin care and sunscreen formulations.\textsuperscript{42} Starch particles are an excellent candidate to stabilize emulsions of sensitive and bioactive ingredients in food and pharmaceutical products.\textsuperscript{43} Another interesting feature of Pickering emulsion is that the size of the emulsion droplets is more predictable than the surfactant-based emulsion.\textsuperscript{22} Droplet size is an important parameter in emulsions science, because it affects various aspects of emulsions such as stability, rheological properties, aesthetic appeal, etc. In Pickering emulsion, the size of droplet is always bigger than the solid stabilizing particles.\textsuperscript{22,44} Solid particles of nano-scaled size (or sub-micron, about 100nm) allow the stabilization of droplets as small as few micrometers diameter; and micron-sized solid particles are capable of stabilizing larger droplets, the diameter of which can possibly reach few millimeters.\textsuperscript{41}

Using self-assembly of nanostructure at liquid-liquid interfaces as a template to synthesis novel materials is another major application of this phenomenon today. The liquid-liquid interface provides a molecularly sharp, defect free focal plane for the assembly of solid materials.\textsuperscript{45} For example, A.D. Dinsmore et al. has fabricated a novel material, “colloidosome,” using colloid particle self-assembly on an oil-water interface.\textsuperscript{17} “Colloidosomes,” by analogy of liposomes, are a kind of hollow and elastic capsule. Their size is easily adjusted ranging from micrometers to millimeters; and their permeability and elasticity are also highly controllable. By encapsulation of active
ingredients such as drugs, proteins, vitamins, flavors gas bubbles, or even living cells, colloidosome can have a wide variety of applications. For example, they can be used for immunoisolation of living cells. Colloidosomes would provide a rigid scaffold that supports the living cell while simultaneously protecting it from the immune system and allowing free diffusion of gases and nutrients.\textsuperscript{17,46}

In addition, liquid-liquid interfaces can also provide a convenient and highly efficient condition to form Janus particles, such that hydrophobic and hydrophilic domains are formed in situ.\textsuperscript{45,47} For example, The Granick group\textsuperscript{48} introduced a simple and inexpensive method of preparing Janus nanoparticle based on the formation of an oil-in-water emulsion with silica particles: at the liquid–liquid interface of emulsified molten wax and water, untreated particles adsorbed and were frozen in place when the wax solidified. The exposed surfaces of the immobilized particles were modified chemically. Finally, wax was dissolved, and the inner surfaces were modified chemically. Gram-scale quantities or more of Janus particles can be synthesized by taking this approach. Pardhy et al. created laponite-PS Janus colloids by using a double Pickering emulsion technique.\textsuperscript{49,47} First, a Pickering emulsion was created with laponite platelets stabilizing styrene nano-droplets. After polymerization, the armored colloids were used to form colloidosomes of wax in water. After trapping the particles by solidifying the wax, the sides of the colloids exposed to water were modified by an ion-exchange procedure, leading to Janus particles with different charge and surface potential values on the two hemispheres.

Due to the numerous applications and interesting characteristics, lots of effort has been made towards the synthesis of self-assembled microparticles/nanoparticles at liquid-
liquid interface in the past 30 years. However, some fundamental aspects of this phenomenon have not been fully explored. One of the remaining challenges is to understand multiphase interactions, self-assembly processes, and self-assembled structures of nanoparticles, especially when the size of the particles is comparable with the molecular dimension of the surrounding liquids. There are few reports on the effect of anisotropic particle shapes in Pickering emulsions. In addition, the kinetics of particle adsorption onto liquid interfaces is also not completely understood.

Molecular Dynamics (MD) simulations have been a powerful tool for understanding the properties of assemblies of molecules in terms of their structure and the microscopic interactions between them. It provides us a unique opportunity to reveal the atomic details behind the macroscopic phenomena. For example, Moreira and Skaf reported a significant reduction of hydrogen bonds near the water/carbon tetrachloride interface and the dipole moments of water show preference of aligning along the interface. The work by Zhang et al. suggest that there are inner and outer layers near the water-octane interface and that the water dipoles point in opposite directions at the different layers.

Recently, Dai’s research group has simulated the self-assembly and diffusion of nanoparticles in ionic liquid-water, and ionic liquid-oil systems. For the IL/water system, the nanoparticles rapidly approached the IL–water interface and equilibrated more into the IL phase although they were initially in the water phase. In contrast, when the nanoparticles were dispersed in the hexane phase, they slowly approached the IL–hexane interface but remained primarily in the hexane phase. The different equilibrium positions of nanoparticles were explained by the calculation of potential of mean force.
(PMF), in which the “energy well” of the PMF profile corresponds the equilibrium locations of nanoparticles in the IL-water and IL-oil system respectively. In addition, interesting ordering and charge distributions at the IL-water, and IL-oil interfaces were also revealed in these studies.

In a later chapter, we will use Molecular Dynamics simulations as our tool to carry out a systematic numerical investigation of the effects of structural and chemical parameters of nanoparticles on diffusion kinetics at/across liquid-liquid interfaces. It is expected that a fundamental understanding of nanoparticle diffusion in liquid systems could be obtained from this study, and a microscopic mechanism theory could be proposed to explain macroscopic observations.

2.2. Ionic Liquids—Solvents of the Future

Ionic liquids (ILs) are salts in the liquid states, and they are also referred as “fused salts” or “molten salts”. Under most circumstances, including this report, ILs are particularly referred to as “room temperature ionic liquids”—the molten salts which melting point is below 100 °C. Unlike common liquids, such as water and hexane, mostly consisting of electrically neutral molecules, ionic liquids are composed entirely of ions. On the other hand, unlike most ionic compounds, such as NaCl, which exists as crystalline structure at room temperature, the components of ionic liquids are irregularly shaped and do not readily form a crystalline lattice structure. Thus, they remain in liquid status at room temperature and even to temperatures as low as -96°C. Figure 2.5 gives a basic comparison of ILs to crystalline salts and conventional oils.
Ionic liquids have many unique and fascinating properties. They can act much like good organic/inorganic solvents, dissolving both polar and nonpolar species. In many cases, they have been found to perform much better than traditional solvents. One great advantage of ionic liquids is that they have far wider liquid ranges than molecular solvents. Liquid range, also known as liquidus range, is the temperature range between melting point or glass transition temperature and boiling point or thermal decomposition temperature. Most ionic liquids slowly form glasses at low temperature, and these glass transition temperatures for ionic liquid tend to be very low (<-50 °C). As for the upper limit of their liquid range, ionic liquids have effectively no vapor pressure, and hence cannot emit volatile organic compounds. This feature makes ionic liquids excellent candidates as “green solvents” to replace their air-polluting counterparts in existing chemical processes. In most circumstances, the upper limit of ILs’ liquidus range is determined by their thermal decomposition temperature, which tends to be higher than 200°C. Because of the high thermal stabilities of ionic liquids, they could be used in high temperature processing conditions without any solvents degradation. Taking 1-alkyl-3-methylimidazolium salts for example, their glass transition temperatures are ranging
from -70 to -90°C; and their thermal decomposition temperatures are in the range of 250 to 450 °C. Therefore, the liquid range for 1-akyl-3-methylimidzaolium salts is over 300°C. By contrast, the liquid range of water is 100 °C, and 164 °C for hexane. Another fascinating feature of ionic liquid is that they are highly tunable. The properties of ionic liquids such as solubility, density, viscosity, liquid range, etc. can be adjusted by modifying their cations and anions with considerable ease. In theory at least, ionic liquids can be designed to deliver almost any set of physical and chemical properties for almost any applications, therefore, ionic liquids are also known as “designer solvent”.

Of interest in this study, we would like to discuss ILs miscibility and solubility characteristics in greater details. Generally speaking, the miscibility of ILs with water depends strongly on the ion species. ILs with highly-fluorinated and charge-delocalised anions, such as [Tf2N]−, [PF6]− and [BF4]− are usually immiscible with water. On the other hand, smaller anions with higher surface charge concentration usually exhibit stronger interaction with water and thus tend to be miscible with water. For example, halides, such as Cl− and Br− are mostly miscible with water. At the same time, cations (the positively charged ions) also have great impacts on ILs miscibility. As the length of the alkyl chains on cations increases, the ionic liquid tends to become less miscible. For example, the hydrophobicity of the [Cn mim][BF4] series of ionic liquids increases as the alkyl chain length increases. In this series, ionic liquids with n=2-5 are miscible with water at room temperature while those with n>5 are not.

The prediction schemes for ILs solubility are less straightforward. Solvent polarity is the most commonly used solvent classification to determine whether the
solvent is polar (e.g. water) or nonpolar (e.g. benzene). However, the concept itself is complex and usually nebulous, even when just considering ordinary molecular solvents; it is poorly understood and often confused. The solvation taking place in ionic liquids are usually far more complicated, the interactions between ILs and solute could include ionic interactions, hydrogen bonding, dipole interaction, van der Walls fore, and aromatic interaction\textsuperscript{66} at the same time. Taking imidazolium-based ionic liquids\textsuperscript{67} for example, the charged imidazolium ring and anion could have coulombic interactions with counter-ions, meanwhile, its nonpolar aliphatic chain could interact with non-polar species, such as n-hexane. The polarity of ionic liquids is usually determined empirically by means of spectroscopic techniques,\textsuperscript{63,68,69} and Ionic liquids are generally considered polar solvents because they consist of ions and are therefore electrically charged. However, ionic liquids usually can dissolve both polar and non-polar solutes and they tend to be more strongly solvating than conventional organic molecular solvents.\textsuperscript{63} By far, the solubility data of ionic liquids are far from enough, and our knowledge of ILs solvation mechanisms are insufficient.
As illustrated in Figure 2.6, due to their unique physicochemical properties, ionic liquids have been explored for numerous applications, which range from energy storage and conversion to metal deposition, and can be used as reaction media in chemistry, biochemistry and even biomechanics. One promising application of ILs is dissolution of natural biomaterials, especially of cellulose, one of the most abundant renewable resources in the world. Cellulose is produced at a rate of $10^{11}$ t/year in nature, dissolution of cellulose with ionic liquids allows the comprehensive utilization of cellulose by combining two major green chemistry principles: using environmentally preferable solvents and bio-renewable feed-stocks. Cellulose consists of polydisperse linear glucose polymer chains which form hydrogen-bonded supramolecular structures; cellulose is insoluble in water and most common organic liquids. Traditional cellulose dissolution processes, including the cuprammonium and xanthate processes, are often
cumbersome or expensive and require the use of unusual solvents, typically with high ionic strength and use relatively harsh conditions. Moreover, these processes sometimes cause serious environmental problems because these solvents cannot be recovered and reused\(^7\). Polar ionic liquids are promising solvents to solve these problems. Multiple studies on the preparation of polar liquids have shown that the key parameter for achieving the dissolution of cellulose is a strong hydrogen-bond-accepting ability of the selected ionic liquid.\(^7\) This research indicated that 1-butyl-3-methylimidazolium chloride ([C\(_4\)MIM]Cl)\(^7\) and 1-allyl-3-methylimidazolium chloride ([AMIM]Cl)\(^7\) could be excellent solvents for processing cellulose.

In the past few years, ILs have also gained great interests for the application in pharmaceutical industry. For example, the association of water in otherwise water immiscible ionic liquids make them versatile materials for the containment of entrapped/solubilised drug, thus making them interesting reservoirs for controlled release.\(^7\)\(^7\)\(^5\) Vikas Jaitely et al. explored the immiscible ILs /water system consisting of the hexafluorophosphate ([PF6]) salts of butyl, hexyl and octyl-3-methylimidazolium cations ([BMIM]\(^+\), [HMIM]\(^+\), [OMIM]\(^+\), respectively) and found out the release of sucrose and dexametasonene from ionic liquids reservoirs into water can be prolonged over 48 h, and the saturated solutions of these ionic liquids show little toxicity towards Caco-2 cells.\(^7\)\(^5\) This research demonstrated the immiscible ILs/water system may serve as pharmaceutical excipients in a variety of scenarios. Ionic liquids also have been found to be particularly useful for the solubilization of poorly soluble drugs. Pharmaceutical industries have been posed challenges in the topical and transdermal administration of drugs which are poorly soluble or insoluble in water and most organic solvents, many
promising drugs never enter a formulation stage due to their poor solubility as well as difficulties in delivery. Moniruzzaman M. et al. 76 found that ionic liquid-in-oil micro-emulsion could be applied as a potential carrier of sparingly soluble drug. It demonstrated that the water/ILs micro-emulsion systems can dramatically enhance the formulation stability and permeation of acyclovir (a model for sparingly soluble drugs), meanwhile, the IL/water micro-emulsion system also provides low cytotoxicity. Taking these benefits together, IL/water micro-emulsion systems may serve as a versatile and efficient nano-delivery system for insoluble or sparingly soluble drug molecules that require solubilizing agents for delivery.

ILs represent a unique class of liquids and it has attracted great attention from various fields of studies. Research conducted on ionic liquids has grown rapidly over the last 15 years, new applications are proposed every year, and ILs are expected to be the “solvents of the future”.58 However, as previously mentioned, many fundamental aspects of ionic liquids are still poorly understood. For example, our knowledge of ILs solvation mechanisms is inadequate, especially when other solvents are also present at the same time, such as water. In the later chapters, we will use Molecular Dynamics simulations as our tool to investigate the impacts of IL on the diffusion and solvation behaviors of PNIPAM, a macromolecule, at immiscible ILs/water interface and in the miscible ILs-water mixtures. Atomic level details about the interactions between water, ionic liquids, and PNIPAM were revealed in our investigations. These computational results and atomic level analysis may provide some insights and explanations to the macroscopic solvation and diffusion behaviors of macromolecule in water-IL systems.

2.3. “Smart” Materials – Thermoresponsive Polymers
“Smart” materials, are designed materials which can show a dramatic change in properties in a controlled fashion upon a small or modest change of external stimuli. They are one of the most exciting merging classes of materials.\textsuperscript{77–79} One of the main groups of “smart” materials is based on polymers because polymers are cheaper and more easily tailored than metals or ceramics.\textsuperscript{80,81} Smart polymers or intelligent polymers exhibit significant property changes due to small changes of external factors in the environment including temperature, pH, light, magnetic or electric field, ionic factors, biological molecules, and so on.\textsuperscript{78,79,81–87} Smart polymers have a wide variety of applications. By looking at only biomedical engineering, smart polymers have great potentials as delivery systems of therapeutic agents, tissue engineering scaffolds, cell culture supports, disoperation devices, sensors or actuators system.\textsuperscript{81,83–85,88–91}

Thermo-responsive polymers are probably the most widely studied category among smart polymers. The normal body temperature of the human is 37°C, but under certain pathological conditions or in the presence of pyrogens, the body temperature deviates from normal. This change in temperature can be utilized as a stimulus for the delivery of drugs via temperature-responsive delivery systems.\textsuperscript{89} Such polymers were usually introduced in the form of solution, enabling it to exhibit a volume phase transition at a certain temperature, which cause a sudden change in the solvation state.\textsuperscript{81,88} If a thermo-responsive polymer solution is miscible below the critical temperature and becomes phase-separated upon heating. Such polymers have a lower critical solution temperature (LCST). If a polymer solution is phase-separated below the critical temperature and become miscible above the critical temperature, this kind of polymers are considered having an upper critical solution temperature (UCST).\textsuperscript{81,88,92} A schematic
phase diagram to illustrate the concepts of LCST and UCST is indicated in Figure 2.7, which is adapted from the work of Mark A. Ward and Theoni K. Georgiou.77

Figure 2-7 Phase diagram for a binary polymer-solvent mixture demonstrating (a) lower critical solution temperature (LCST) behavior and (b) upper critical solution temperature (UCST) behavior. Adapted from reference 68.

Most of the increased interests in thermos-responsive polymers are focused on those that exhibit LCST behavior in water due to their great potential in biomedical applications. These polymers are hydrophilic at low temperatures and turn to be hydrophobic at higher temperature. Below a certain temperature of the solution, the polymer is able to form hydrogen bonds with surrounding water molecules resulting in hydration. With the increased temperature, the hydrogen bonding strength is weakened and water molecules tend to be expelled from the polymer structure so that the polymer chains are partially dehydrated, which further promote the agglomeration of polymers. Since the phase separation is developed with the conformational changes of the polymer, a coil to globule transition can be observed in a thermos-responsive polymer immersed in water as shown in Figure 2.8.93
Figure 2-8 The reversible coil-to-globule transition in thermo-responsive polymers immersed in aqueous solution. Adapted from reference 82.

Among all reported thermo-responsive polymers, Poly(N-isopropylacrylamide) (PNIPAM) is one of the best-known and most intensively studied polymers. The aqueous solution of PNIPAM exhibit a reversible transition with a lower critical solution temperature (LCST) of 32°C.94 Below its LCST, this thermos-responsive polymer is hydrophilic and sustains a “swollen” or “extended” configuration; above its LCST, PNIPAM becomes hydrophobic and transformed into a “folded” or “coiled” structure. This sharp extended-to-coiled transition of PNIPAM was generally believed due to the presence of a hydrophilic amide group on the side chain and a hydrophobic isopropyl group in each N-isopropylacrylamide (NIPAM) unit as well as a hydrophobic carbon backbone.88,95,96

PNIPAM has a great potential for different applications.81,83,84,87,97–103 Due to the importance of PNIPAM in both industrial and academic interests, numerous studies were conducted to investigate the diffusion and solvation behaviors of PNIPAM.104–118 For example, in the study of Pang et al., solvation behaviors of a monomers of PNIPAM in
water/methanol mixtures with various component ratios are studied by molecular dynamics simulations. It is found that the de-solvation process of PNIPAM will take place in the systems with methanol contents ranging from 0.25 to 0.80, in which the number of hydrogen bonding between PNIPAM and solvent molecules evidently decreases. Mukea et al. investigated PNIPAM hydrogels in water/alcohol mixtures at 298.15 K. They measured the H-bonds between the hydrogel and the solvents with FTIR spectroscopy and found that the hydrogel is strongly dehydrated in the collapsed state. Therefore, the hydrogel mainly interacts with itself when collapsed. Further, they measured a higher amount of alcohol in the hydrogel than in the bulk solvent, leading to a higher degree of swelling in several pure alcohols than in pure water at 298.15 K. This leads to the conclusion that methanol is the better solvent. Most of the previous studies were conducted in a pure water system or a homogeneous liquid system, which means the “third component” (besides water and PNIPAM) were either solutes (e.g. salts, surfactant) which are soluble in water, or co-solvents which are completely miscible with water. However, in reality, PNIPAM has been applied in the immiscible liquid-liquid system frequently. For example, PNIPAM based microgels have been widely used to stabilize environment responsive Pickering emulsion. The diffusion and solvation behaviors of PNIPAM at a liquid-liquid interface have been barely reported, thus, a fundamental molecular level understanding of the interactions between PNIPAM and solvent molecules at liquid-liquid interface is still lacking.

In a later chapter, we will employ Molecular Dynamics (MD) Simulations to understand the detailed mechanism behind diffusion and solvation behaviors of PNIPAM at water/[BMIM][PF6] and water/[BMIM][TF2N] interfaces. A PNIPAM oligomers
consisting of 26 units were created for this study, in the validation part of our work, the extended-to-coiled transitions of PNIPAM were observed below and above its LCST in water phase. The gyration radius and the number of inter/intra-molecule hydrogen bonding of PNIPAM were calculated and compared with the previous studies, indicating our simulation results were consistent with experimental values and simulation results in the published works. The Radial Distribution Function g(r) between the cations/anions of the ionic liquids and amide O, N, as well as, isopropyl and carbon backbone of PNIPAM were examined. In addition, the equilibrium position of PNIPAM was obtained through simulation and explanations from the aspect of energy analysis and solute-solvent interactions at atomic level are provided in this report. To our best knowledge, it is the first molecular dynamics study which discussed the equilibrium position of PNIPAM at water/ionic interface below and above its LCST, and it is also the first report which provided an atomic level understanding of how cations and anions of ionic liquids interacts with different moieties of PNIPAM.
3. MOLECULAR DYNAMICS SIMULATION METHODOLOGY

Molecular Dynamics (MD) simulation has been a powerful tool to investigate the properties of assemblies of molecules in terms of their structure and the microscopic interactions between them. It serves as a bridge between microscopic length and time scales and the macroscopic world of the laboratory. Besides, MD simulation offers a unique opportunity to explore the microscopic world which cannot be studied by conventional experiments: the hidden details behind bulk measurement can be revealed by MD simulation.

All MD simulations in our investigation were performed using the GROMACS package, a widely used open-source and free software for dynamic simulations. It does not have a force field of its own, but is compatible with GROMOS, OPLS, AMBER, and ENCAD force fields. In addition, it can handle polarizable shell models and flexible constraints. The program is versatile, as force routines can be added by the user, tabulated functions can be specified, analyses can be easily customized, and a rich set of calculation types, preparation and analysis tools are provided by GROMACS package.\textsuperscript{124,125}

3.1. Force Field

3.1.1. Gromos Force Fields

Gromos force fields have been broadly applied to MD simulations of proteins, nucleic acid, and organic molecules. In Chapter 3, nanoparticles and benzene were described by the Gromos53A6 force filed,\textsuperscript{126-129} which was validated by the previous researchers\textsuperscript{126} as a reasonably estimation of the real liquid benzene.
The geometrical structures of single-walled carbon nanotube (SWCNT) and buckyball were created by Nanotube Modeler, as shown in Figure 3.1. The Gromos54A7 forcefiled\textsuperscript{129} was used to describe SWCNT\textsuperscript{130,131} and buckyball.\textsuperscript{132} We also performed simulation with Gromos53A6\textsuperscript{127} and observed no changes in the systems behaviors.\textsuperscript{133} The spherically modified hydrocarbon nanoparticles (0.6HCP, 1.2HCP), as shown in Figure 3.2 were formed by truncating a diamond-like lattice made of carbon atoms bonded in a non-planar hexagonal structure, and to increase the simulation efficiency, saturated with united CH, CH\textsubscript{2}, and CH\textsubscript{3} atoms.\textsuperscript{134,135} The force filed parameters for 0.6HCP and 1.2HCP were taken from the Gromos54A7 parameter set\textsuperscript{127,129} to simulate rigid hydrophobic particles.\textsuperscript{136,137} This structure has been used in previous simulation studies focused on interfacial self-assembly.\textsuperscript{50,53,137–139}
3.1.2. Optimized Potential for Liquid Simulations (OPLS)

OPLS (Optimized Potential for Liquid Simulations) is a set of force fields developed by Prof. William L. Jorgensen. There are both united atom (OPLS-UA) and all atom (OPLS-AA) force fields. OPLS-UA includes hydrogen atoms next to carbon implicitly in the carbon parameters while OPLS-AA includes every atom explicitly. In our research, we created a 26-units PNIPAM oligomer (as shown in Figure 3.3) and applied OPLS-AA force field to describe PNIPAM. OPLS-AA has been widely applied and validated by previous researchers for the MD simulation of PNIPAM.

Figure 3-2 (a) Diameter = 1.2nm spherically modified hydrocarbon nanoparticles (1.2HCP); (b) diameter = 0.6nm spherically modified hydrocarbon nanoparticles (0.6HCP).

Figure 3-3 The 26-units PNIPAM oligomer (at extended status) employed in the simulation system.
For example, J. Walter et al. studied the conformation change of PNIPAM in water as a function of temperature both experimentally and by MD simulations. Different force fields (GROMOS-87, GROMOS-96 53A6 and OPLS-AA) were applied to describe the PNIPAM-water system, and it turned out OPLS-AA well agreed with the experimental data. G. Kamath et al. assessed four popular force field (AMBER, OPLS-AA, CHARMM and GROMOS) in terms of their ability to predict thermodynamic properties such as free energies of solvation, free energies of hydration and partition coefficient as a function of temperature, as well as densities and heats of vaporization of PNIPAM. They concluded that OPLS-AA can provide reasonable explanations of the mechanism behind the conformational change seen in the polymer across the lower critical solution temperature. E. Algaer and N. van der Vegt studied PNIPAM in aqueous electrolyte solutions and link its “salting-in” and “salting-out” propensities to molecular-level structural details by using OPLS-AA force field. Aqueous solutions of NaF, NaCl, NaBr, NaI, NaNO₃, and NaClO₄ with PNIPAM were investigated. It was reported that all salts but NaI provoke a hydrophobic collapse transition of PNIPAM in water at 300 K, in qualitative agreement with experimentally measured salt effects on the lower critical solution temperature of this system.

The force field parameters applied on the ionic liquids in our simulation system (the chemical structures of the ILs cations and anions were illustrated in Figure 3.4) were also based on OPLS-AA force field, but some of the parameters were modified according to Bhargava and Balasubramanian’s recommendation. This set of force field parameters have been applied and validated by different publications, in which
it has been confirmed that the force field not only provide reasonable values for ILs density but also gave accurate surface tensions and self-diffusion coefficients. Therefore, it is more suitable for modeling the interfacial behavior of ionic liquids. In this work, these optimized force field parameters were used to simulate the diffusion and solvation behaviors of PNIPAM at the ionic liquid-water interfaces and a miscible [BMIM][I]/water system. Table 3.1 listed more detailed information about the ionic liquids systems.

![Chemical structure of the cation and anions of the ionic liquids](image)

**Figure 3-4** Chemical structure of the cation and anions of the ionic liquids in the water/miscible ILs solutions and water-immiscible ILs two phase simulation system.

<table>
<thead>
<tr>
<th># of IL Pairs</th>
<th>Force Field Parameters</th>
<th>Exp. ρ (kg/L)</th>
<th>Sim. ρ (kg/L)</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>[BMIM][PF₆]</td>
<td>Ref¹⁴⁹,¹⁵³,¹⁵⁴</td>
<td>1.363</td>
<td>1.381</td>
<td>1.3%</td>
</tr>
<tr>
<td>[BMIM][Tf₂N]</td>
<td>Ref¹³⁰,¹⁵⁵</td>
<td>1.44</td>
<td>1.45</td>
<td>0.8%</td>
</tr>
<tr>
<td>10% [BMIM][I]/Water solution</td>
<td>Ref¹⁴⁰,¹⁵⁵</td>
<td>1.259</td>
<td>1.259</td>
<td>0.3%</td>
</tr>
</tbody>
</table>

Table 3-1 Summary of ionic liquid systems, with model source, and model verification
3.2. Periodic Boundary Condition

Three-dimensional Periodic Boundary Condition (PBC) was applied in our simulation systems to remove the boundary effects caused by finite size of the simulation box. The simulation box was surrounded by virtually identical boxes in three dimensions, and the atoms in the simulation system can interact with those in the surrounding boxes, so the system would act more like an infinite one. A two-dimension system with Periodic Boundary Condition was illustrated in Figure 3.5. In the simulation, when a molecule moved in the central simulation box, all its periodic images in every simulation boxes moved with the same orientation and speed. Therefore, as a molecule leaves the central box, one of its images will enter through the opposite faces. There are no walls at the boundary of the central simulation box, the central simulation box simply provides a convenient coordinate system for measuring locations of the atoms in the simulation system.\textsuperscript{156}

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{two_dimensional_schematic_periodic_boundary_conditions.png}
\caption{Two-dimensional schematic of periodic boundary conditions. The particle trajectories in the central simulation box are copied in every direction.\textsuperscript{156}}
\end{figure}
3.3. Integration Method—Leap-frog Algorithm

Leap-frog algorithm was applied for the integration of the Newton’s equations of motion. It is one of the most commonly used integration methods in MD simulations. The leap-frog algorithm uses positions \( r \), at time \( t \), and velocities \( v \), at time \( t - \frac{1}{2} \Delta t \); it updates positions and velocities using the forces \( F(t) \) determined by the positions at time \( t \):

\[
\left( v + \frac{1}{2} \Delta t \right) = v \left( t - \frac{1}{2} \Delta t \right) + \frac{\Delta t}{m} F(t) \quad \text{(Equation 3-1)}
\]

\[
r(t + \Delta t)) = r(t) + \Delta tv \left( t + \frac{1}{2} \Delta t \right) \quad \text{(Equation 3-2)}
\]

The leap-from algorithm is visualized in Figure 3.6, and there are two primary strengths of leapfrog integration. First, it is time-reversible so that one can integrate forward \( n \) steps, and then reverse the direction of integration and integrate backwards \( n \) steps to arrive at the same starting position. The second strength is its symplectic nature, indicating that it conserves the energy of dynamical systems, even at relatively large time steps. Therefore, the computational time could be greatly decreased, and it is usually the method of choice in MD simulations. However, when extremely accurate velocities and positions are needed, the Verlet algorithm may be preferred.

![Figure 3-6](image)

**Figure 3-6** The Leap-Frog integration method. The algorithm is called Leap-Frog because \( r \) and \( v \) are leaping like frogs over each other’s backs.
3.4. NPT Ensemble

The experimental conditions in the lab usually include a fixed number of molecules $N$, constant pressure $P$, and constant temperature $T$. To mimic the reality, all our simulations were carried out under the NPT ensemble, which means in the simulation system there are constant number of molecules, and these molecules are under constant temperature and pressure.

In MD simulations, the temperature control can be realized by controlling the kinetic energy of the system. In our research, we applied “Berendsen thermostat”\textsuperscript{158} to maintain the system’s temperature. In this method, the system is weakly coupled to an external heat bath with given temperature $T_0$. The effect of this algorithm is that a deviation of the system temperature from $T_0$ is slowly corrected according to Equation 3-3:

$$\frac{dT}{dt} = \frac{T_0 - T}{\tau} \quad \text{(Equation 3-3)}$$

where $\tau$ is the coupling parameter which determines how tightly the bath and the system are coupled together. It turns out that a temperature deviation decays exponentially with a time constant $\tau$ (Equation 3-4):

$$T = T_0 - Ce^{\frac{t}{\tau}} \quad \text{(Equation 3-4)}$$

$\tau$ is used as an empirical parameter to adjust the strength of the coupling. Its value should be chosen with care. If the value $\tau$ is too big, such as $\tau \rightarrow \infty$, the Berendsen thermostat become inactive and the simulation is sampling a microcanonical ensemble (also termed “NVE” ensemble: constant number of molecules, constant system volume, and constant total energy). On the other hand, if the value of $\tau$ is too small, it will cause
unrealistically low temperature fluctuations. We choose $\tau=0.2\text{ps}$, which is a typically value used in MD simulation\textsuperscript{158}.

The simulation systems’ pressure was maintained by “Berendsen barostat”.\textsuperscript{158} The Berendsen algorithm controls the system’s pressure by dynamically adjusting the size of the unit cell and rescaling all atomic coordinates during the simulation, as indicated in Equation 3-5

$$\frac{dP}{dt} = \frac{P_0 - P}{\tau_P} \quad \text{(Equation 3-5)}$$

Where $P$ is the instantaneous pressure, $P_0$ is the target pressure, and $\tau_P$ is the brostat relaxation time constant. In the isotropic implementation, at each step the cell volume is scaled by a factor, and coordinates and cell vectors by $\eta^3$:

$$\eta = 1 - \frac{\beta \Delta t}{\tau_P} (P_0 - P) \quad \text{(Equation 3-6)}$$

where $\beta$ is the isothermal compressibility of the system, it is usually a specified constant which takes to be the isothermal compressibility of liquid water,\textsuperscript{157} its exact value is not critical to the algorithm as it relies on the ratio $\frac{\beta}{\tau_P}$. $\tau_P$ is also termed pressure coupling time constant, and its value is usually recommended to be larger than 100 times the value of “time step” ($\tau_P > 100\Delta t$).\textsuperscript{158} In our simulation, $\Delta t = 0.002\text{ps}$, and we chose 1ps as $\tau_P$. 
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4. DIFFUSION OF NANOPARTICLES AT/ACROSS WATER-OIL INTERFACES

4.1 Introduction

The diffusion and self-assembly of nanoparticles at/across liquid-liquid interfaces are important in both natural and industrial applications. For example, the small size of the nanoparticles results in weak confinement of the nanoparticles at the liquid-liquid interface, which opens avenues to size-selective particle assembly.\(^8\) Furthermore, there is a growing interest in solid-stabilized emulsions (Pickering emulsions) that use solid nanoparticles or microparticles as emulsion stabilizers: small particles can form a layer between the interface of the droplet (dispersed phase) and the continuous phase to inhibit the coalescence of droplets and generate kinetically stable emulsions.\(^25\) However, the fundamentals of the diffusion and self-assembly of nanoparticles at/across liquid-liquid interfaces have not been fully explored. One of the remaining challenges is to understand multiphase interactions, self-assembly processes, and self-assembled structures of nanoparticles, especially when the size of the nanoparticles is comparable with the molecular dimension of the surrounding liquids.\(^50\) For example, there are few reports on the effect of anisotropic particle shapes in Pickering emulsions.\(^26,159\) In addition, the kinetics of particle adsorption onto liquid interfaces is also not completely understood.\(^26\)

Molecular Dynamics (MD) simulations have been a powerful tool for understanding the properties of assemblies of molecules in terms of their structure and the microscopic interactions between them. It serves as a bridge between microscopic length and time scales and the macroscopic world of the laboratory. Besides, MD simulations offer a unique opportunity to explore the microscopic world which cannot be
studied by conventional experiments: the hidden details behind bulk measurement can be revealed by MD simulation. For example, Moreira and Skaf\textsuperscript{160} reported a significant reduction of hydrogen bonds near the water/carbon tetrachloride interface and the dipole moments of water show preference of aligning along the interface. The work by Zhang et al.\textsuperscript{52} suggest that there are inner and outer layers near the water-octane interface and that the water dipoles point in opposite directions at the different layers. Recently, Dai’s research group has simulated the self-assembly and diffusion of nanoparticles in water-oil, ionic liquid-water, and ionic liquid-oil systems,\textsuperscript{50,137,138,151,161} providing insights into the transport and interfacial behavior of nanoparticles in liquid-liquid systems. However, systematic numerical investigation of the effects of structural and chemical parameters of nanoparticles on diffusion kinetics at/across liquid-liquid interfaces has not been carried out and is thus the focus of this work. It is expected that a fundamental understanding of nanoparticle diffusion in liquid systems could be obtained from this study, and a microscopic mechanism theory could be proposed to explain macroscopic observations. In this study, we have demonstrated that MD simulations can provide insight into nanoparticle diffusion in a water-benzene model system. Furthermore, a detailed discussion including simulation system validation, and the effects of size, shape, and surface composition on the self-assembly and diffusion behaviors of nanoparticles at/across water-benzene interface is given.

4.2. Methodology

All MD simulations were performed using the GROMACS 4.5.4 package.\textsuperscript{162} The initial simulation box for each interfacial system was approximately 5.0 × 5.0 × 10.0 nm.\textsuperscript{163} After the initial configurations were obtained, 1000 energy minimization steps
were performed using the steepest descent method. The leapfrog algorithm was used for integrating Newton’s equation of motion with a time step of 0.002 ps. We performed NVT ((constant number of molecules, constant volume, and constant temperature) simulations for calculating the surface tension of benzene/air and benzene/water interfaces, and the Berendsen thermostat\textsuperscript{158} was applied to maintain the system’s temperature at 300 K. For simulating the water/oil/nanoparticle system, the NPT (constant number of molecules, constant pressure, and constant temperature) ensemble was applied, with the Berendsen thermostat and Berendsen barostat\textsuperscript{158} used to couple the system to a temperature and pressure bath at 300 K and 1 bar, respectively. Periodic boundary conditions (PBC) were applied to all three directions of the simulated boxes. The initial atomic velocities were generated with a Maxwellian distribution at the given absolute temperature. The Particle-Mesh Ewald (PME) method was used for the long-range electrostatic interactions. The cut-off distance for Lennard-Jones forces was set as $r = 1.4$ nm. After the simulation, the physical properties were characterized using the GROMACS analysis tools, and the structures were visualized by Visual Molecular Dynamics (VMD).\textsuperscript{164}

Water was described with a single point charge (SPC) model, which has been proven to perform well in simulating the water-oil system.\textsuperscript{138} The topology and structure of benzene were generated by Automated Topology Builder (ATB) and Repository version 2.1.\textsuperscript{165} Benzene was described by the Gromos53A6 force filed,\textsuperscript{126–129} which was validated by the previous researchers\textsuperscript{126} as a reasonably estimation of the real liquid benzene. The geometrical structures of single-walled carbon nanotube (SWCNT) and buckyball were created by Nanotube Modeler. The Gromos54A7 forcefield\textsuperscript{129} was used
to describe SWCNT\textsuperscript{130,131} and buckyball.\textsuperscript{132} We also perform simulation with Gromos53A6\textsuperscript{127} and observed no changes in the systems behaviors.\textsuperscript{133} The spherically modified hydrocarbon nanoparticles (0.6HCP, 1.2HCP) were formed by truncating a diamond-like lattice made of carbon atoms bonded in a non-planar hexagonal structure, and to increase the simulation efficiency, saturated with united CH, CH\textsubscript{2}, and CH\textsubscript{3} atoms.\textsuperscript{135,138} The forcefield parameters for 0.6HCP and 1.2HCP were taken from the Gromos54A7 parameter set\textsuperscript{127,129} to simulate rigid hydrophobic particles.\textsuperscript{137,139} This structure has been used in previous simulation studies focused on interfacial self-assembly.\textsuperscript{50,53,137–139}

The Potential of Mean Force (PMF) provides information on how the system’s energy changes as a function of general “reaction coordinates”.\textsuperscript{166,167} In this report, PMF calculations were used to examine how the system’s energy changed as a function of the nanoparticle being pulled from the center of the water phase to the center of the benzene phase with respect to the z direction. We took snap shots of this pulling process with the nanoparticle at every 0.15 nm in the z direction, for about 5 nm total. These snapshots were then equilibrated for 5 ns each while restraining the particle in its respective position. The force required to restrict the nanoparticle was calculated and analyzed via the weighted histogram analysis method (WHAM)\textsuperscript{168–170} and the profile of the PMF of the system in the z direction was generated.

**4.3. Results and Discussion**

As presented in Figure 4.1, the influence of the size of the nanoparticles was investigated by studying two nanospheres with the same surface features (saturated
hydrocarbons) but different sizes, including two types of spherical modified hydrocarbon nanoparticles: 0.6 nm in diameter (0.6HCP) and 1.2 nm in diameter (1.2HCP). The shape effects on the liquid-liquid interface behavior of the nanoparticles were explored by comparing the buckyball and SWCNT, which had the same surface feature (graphene), comparable size (as indicated in Table 4.1), but the shape of buckyball was symmetrical whereas the shape of the SWCNT was directional. Detailed information for the nanoparticles is shown in Table 4.1 Finally, the effects of the nanoparticle’s surface composition were investigated by comparing the buckyball and 0.6HCP. Both nanoparticles have the same size and shape. However, the surface of the buckyball consisted of sp² carbon atoms, while the surface of 0.6HCP was composed of saturated hydrocarbons.

Figure 4-1 Schematic of the SWCNT, buckyball, and hydrocarbon particles used to investigate the effect of shape, size, and surface composition on the diffusion and self-assembly process of nanoparticles at a liquid-liquid interface.
Table 4-1 Detailed information of the studied nanoparticles.

<table>
<thead>
<tr>
<th>Nanoparticle</th>
<th>Dimension</th>
<th>Carbon Number</th>
<th>Hydrogen Number</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Radius (nm)</td>
<td>Length (nm)</td>
<td></td>
</tr>
<tr>
<td>SWCNT</td>
<td>0.32</td>
<td>1.2</td>
<td>120 0</td>
</tr>
<tr>
<td>Buckyball</td>
<td>0.34</td>
<td>-</td>
<td>60 0</td>
</tr>
<tr>
<td>0.6HCP</td>
<td>0.33</td>
<td>-</td>
<td>30 40</td>
</tr>
<tr>
<td>1.2HCP</td>
<td>0.62</td>
<td>-</td>
<td>171 128</td>
</tr>
</tbody>
</table>

4.3.1. Validation of the Simulation System

The liquid-liquid interfaces were simulated by placing a cubic water simulation box adjacent to a cubic benzene simulation box. The Gromacs 4.5.4 package contains a pre-equilibrated coordinate file for SPC water, and the water simulation box was verified by previous researchers;\textsuperscript{50,138,163,171} so it was unnecessary to again equilibrate and validate the water simulation box.

The benzene boxes were equilibrated under NPT conditions (constant number of molecules, constant pressure, and constant temperature) for 5 ns. The purpose of this step was to make sure that the benzene box had correct density at 1 bar and 300 K. Our simulation indicated that the benzene box achieved equilibrium after 3.7 ns, and the equilibrium density of the benzene box was 859.95 kg/m\textsuperscript{3}. Compared with the experimental value, 873.8 kg/m\textsuperscript{3} in the literature\textsuperscript{172}, the error is within 2\%, which suggests that our simulation system can provide reasonably accurate predictions of reality.

The simulation system was also examined by calculating the surface tension of the benzene/air and benzene/water interface. We calculated the surface tensions of
Benzene/air by doubling the z vector of the equilibrated boxes to form a liquid/gas surface, and then perform a 10 ns NVT MD simulation. The simulated value of surface tension of benzene/air was 27.0 ± 2.1 mN/m, which is comparable to the experimental value of 28.22 mN/m, indicating a reasonable value of surface tension. To calculate the interfacial tension of benzene/water, we put an equilibrated benzene box adjacent to an equilibrated water box, and then performed a 10 ns NVT simulation. The simulation result of the benzene/water interfacial tension was 35.2 ± 2.7 mN/m. The surface tension measured by Cupple et. al. was 32.67 ± 0.05 mN/m, which further indicated our simulation systems were a reasonably approximation to the real system and its interfacial behavior.

4.3.2. Effect of Nanoparticle Size

We investigated the effect of size by comparing the 0.6HCP and 1.2HCP. The diffusion coefficients of nanoparticles are estimated by monitoring the Mean Square Displacement (MSD) as a function of time, using the Einstein relation, lim_{n→∞}〈[r_i(t) − r_i(0)]^2〉 = 6D_A t, where r_i(t) is the center of the mass position of the nanoparticle i at time t. The diffusion coefficients of the nanoparticles are calculated by taking the linear regression of the mean square displacement as a function of time. The comparison of the nanoparticles’ MSD plots at z direction in water box are indicated in Figure 4.2, the inset table lists all the diffusion coefficient calculated from their MSD plots.
Table 4-2 Comparison of the nanoparticle diffusion coefficients in the water phase for the MD simulation and the SE equation, respectively

<table>
<thead>
<tr>
<th></th>
<th>$D_{\text{MD}}$ ($10^{-5}$ cm$^2$/s)</th>
<th>$D_{\text{SE}}$ ($10^{-5}$ cm$^2$/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6HCP</td>
<td>3.61 ± 0.08</td>
<td>2.52</td>
</tr>
<tr>
<td>1.2HCP</td>
<td>4.33 ± 0.15</td>
<td>1.26</td>
</tr>
</tbody>
</table>

Figure 4-2 Mean Square displacement (MSD) plots of nanoparticles at z direction in water phase within the first 1ns. The 0.6HCP is indicated by a solid blue line, 1.2HCP by a dotted red line, SWCNT by a solid purple line and buckyball by a dashed green line. The inset table indicated the diffusion coefficient calculated from the slope of the mean square displacement plots

The most common basis for estimating diffusion coefficients of particles in liquids is the Stokes-Einstein (SE) equation, $^{174}$ $D = \frac{k_B T}{6\pi \eta a}$, where $D$ is the diffusion coefficient, $k_B$ is the Boltzmann’s constant, $T$ is the absolute temperature, $\eta$ is the
viscosity of the fluid, and \( \alpha \) is the particle radius. In our simulation system, the viscosity of SPC water is 0.30±0.05cp and we used the simulated viscosities of water to estimate the diffusion coefficients since the nanoparticles are immersed in such media.\(^{137}\) Table 4.2 shows that the simulated diffusion coefficients in z direction were larger than those calculated from the SE equation. Previous studies also showed that the diffusion coefficient of nanoparticles was larger than that predicted by the SE equation. For example, Cadmium Selenide nanoparticles were found to diffuse 200 times faster in a polymeric liquid than predicted by the SE equation due to the small size of the nanoparticles.\(^{175}\) One possible explanation for the failure of the SE equation is that the SE equation is derived by assuming a rigid solute sphere diffusing in a continuum of solvent. When the solute radius is less than five times that of the solvent, the SE equation usually breaks down.\(^{176}\) The effectiveness of the SE equation may even become worse as the solute size becomes smaller and smaller.\(^{177}\) In our simulation, 1.2HCP is approximately 4 times larger than the water molecule (0.27 nm) and the 0.6HCP is about the same size of water molecule. In addition, the SE equation assumes that the interaction between the particles and the liquids is isotropic. However, in our system, there is a water/benzene interface, which is not isotropic in all three directions. We may indicate how anisotropic our system is by the profile of the PMF: Figure 4.3 (a) shows the calculation of the PMF with respect to the z direction for both 0.6HCP and 1.2HCP, with the approximate position of the water/benzene interface at \( z = 0 \) nm. The PMF decreases dramatically as the particle approaches the interface. This suggests that our system is directional, that there is a driving force pointing toward the benzene direction. The first derivatives of the PMF are plotted in Figure 4.3 (b), and two observations can be made from Figure 4.3 (b).
First, the absolute value of the first derivative of PMF, $d(PMF)/dz$ is larger for 1.2HCP than for 0.6HCP, indicating a stronger driving force on 1.2HCP. According to the estimation of SE equation, the diffusion coefficient of 1.2HCP should be half of 0.6 HCP. However, this study demonstrates that the diffusion coefficients of 1.2HCP and 0.6HCP are very close to each other, as shown in Figure 4.2. Second, the minimum value of the PMF appears near the interface of benzene/water at the benzene side, which is similar to the calculations of Frost et al. for the hexane/ionic liquid and water/ionic liquid systems. In the referenced simulations, the minimum value of the PMF also approached the liquid/liquid interface and the nanoparticles eventually equilibrated at positions which correspondent to the minimum value of the PMF.
Figure 4-3 Plots on the left (a, c, e) illustrate comparisons of the Potential of Mean Force (PMF) and plots on the right (b, d, f) show the corresponding first derivatives of the PMF for 0.6HCP vs 1.2HCP, buckyball vs SWCNT, and buckyball vs 0.6HCP. The 0.6HCP is indicated by a solid blue line, the 1.2HCP by a dotted red line, SWCNT by a solid purple line and the buckyball by a dashed green line. The water/benzene interface is at z = 0 nm.

Another interesting observation is that when the nanoparticles pass through the interface, the speed of the large nanoparticles seems to decrease, lingering around the interface at the benzene side for a while. However, the small nanoparticle seems to pass
through the interface quite smoothly. Figure 4.4 shows snapshots of the 0.6HCP and 1.2HCP at various times, indicating the time necessary for the 0.6HCP and 1.2HCP to pass through the interface and to the center of the benzene phase. The 1.2HCP “vibrated” and moved laterally near the interface, and it took 4,800 ps to move from the interface to the center of the benzene phase. While for the small particle, it moved to the center of the benzene phase in a quite straightforward manner and it only took 1,000 ps. This phenomena maybe explained by the particles’ desorption energy (Equation 4-1)\textsuperscript{178}:

\[
\Delta G = \pi a^2 \gamma_{ow}(1 \pm \cos \theta)^2
\]  \hspace{1cm} \text{(Equation 4-1)}

where \(a\) is the particle radius, \(\gamma_{ow}\) is the oil-water interfacial tension, and \(\theta\) is the three-phase contact angle measured through the water phase. The sign inside the bracket is positive for absorption into or desorption from oil and negative for absorption into or desorption from water. This calculation for particle desorption energy quantifies how strongly particles are held at the interface. According to a previous study,\textsuperscript{26} for particles with intermediate hydrophobicity in the size range from several nanometers to several microns, the desorption energy is significantly higher than the thermal energy of 1 kT, so the particles are attached at the interface irreversibly.\textsuperscript{30} For extremely small particles (radius \(\leq 1\) nm), the desorption energy becomes comparable to the thermal energy (kT) and the particles might detach from the interface.\textsuperscript{179} In our simulation, the radius of 1.2HCP is 0.6 nm, thus the effect of the desorption energy is about 9.7 kT,\textsuperscript{26} which starts to show its influence, while for the 0.6HCP, the desorption energy is only about 2.4 kT,\textsuperscript{26} which is comparable to the thermal energy, so no “hesitation” is observed when the 0.6HCP passes through the interface.
Figure 4.3.3 Snap shots of the nanoparticles at various times. The time was rescaled to compare the time for the movement of the (a) 1.2HCP and (b) 0.6HCP to travel from the water/benzene interface to the approximate center of the benzene phase. The 1.2HCP and 0.6HCP were represented by green and yellow ball, and the water and benzene molecules were represented by the red and blue molecules, respectively.

4.3.3. Effects of Nanoparticle Shape Configuration

The effect of a nanoparticle’s shape configuration was investigated by comparing buckyball and SWCNT. Both of them have comparable dimensions (as indicated in Table 4.1) and the same surface composition (graphene), but the shape of a buckyball is totally symmetrical, while the shape of a SWCNT directional. If we compare the MSD of the buckyball and SWCNT in Figure 4.2, it is obvious that the diffusion coefficient of SWCNT in the z direction is much larger than that of the buckyball. We calculated the PMF and the numerical differentiation of the PMF for both SWCNT and buckyball. As
illustrated in Figure 4.3 (c) and (d), we can see that the absolute value of the dPMF/dz of the SWCNT is quite close to that of the buckyball. Therefore, we cannot explain the bigger diffusion coefficient of SWCNT by the difference of the driving force on them.

However, if we compare the radial distribution (rdf) functions of the water molecules with respect to the center of mass of the buckyball and SWCNT in the water phase, we can see that there is a notable difference between the buckyball and SWCNT in the rdf plot: as indicated in Figure 4.5 (a zoomed-in view of the comparison between buckyball and SWCNT is illustrated in inset (a)) there is a sharp peak in the rdf plot of the buckyball in water, which indicates an accumulation of solvent molecules surrounding the surface of the buckyball, and also suggests a better-defined solvent layer for the buckyball. The solvent layers around water-solvated species (solvation shell, or hydration shells) have been studied both theoretically and experimentally\textsuperscript{180} with particularly focus on solvated proteins.\textsuperscript{181,182} A few studies have reported the solvation shells around colloidal particles in both water\textsuperscript{183} and oil\textsuperscript{184} and suggested that the shells originate from weak interactions between the particle surface and the solvent molecules. We hypothesize that the formation of better-defined solvent layers for the buckyball is due to its shape and the carbon distribution on its surface. Because of the perfect spherical shape of the buckyball, solvent molecules can be packed closely as a spherical shell surrounding its surface. Additionally, because carbon atoms are evenly distributed on the surface of the buckyball, the interaction force between the buckyball and solvent molecules can also form a perfect spherical shell, while for the carbon nanotube there are two open ends, and this uneven distribution of carbon could deform the interaction force field between the carbon nanotube and the solvent molecules and destroy the structure of the “solvent
shell” as well. Therefore, the smaller diffusion coefficient of the buckyball may be explained by the formation of the solvent shell: when the buckyball migrates in the solvent, a thickened layer of solvent travels with it. Thus, its “effective radius” (e.g., the radius associated with the “solvent shell”) is actually larger than the radius of the particle itself.

**Figure 4-5** Radial distribution function (rdf) of: water molecules around the buckyball in the water phase, water molecules around the SWCNT in the water phase and water molecules around 0.6HCP in the water phase. Inserts (a) and (b) are zoomed-in comparisons of buckyball vs SWCNT and buckyball vs 0.6HCP. The SWCNT is indicated by the solid purple line, buckyball by the dashed green line, and 0.6HCP by the solid blue line.
4.3.4. Effect of Nanoparticle Surface Composition

The effect of the surface composition was studied by comparing the buckyball and 0.6HCP, which have a similar shape (spheres) and similar diameters (d ≈ 0.6 nm), but the surface of the buckyball is made of graphene, while the surface of 0.6HCP is composed of saturated hydrocarbons. As indicated in Figure 4.2, although the 0.6HCP and buckyball have a similar shape and size, the diffusion coefficient of the 0.6HCP is significant larger than that of the buckyball in water. The PMF of the 0.6HCP and buckyball is depicted in Figure 4.3 (e), with the numerical differentiation of the PMF illustrated in Figure 4.3 (f). As we can see, the absolute value of the PMF of the 0.6HCP and buckyball is quite close when they are in the water phase. The most noticeable difference between the 0.6HCP and buckyball system is again in their radial distribution function. As illustrated in Figure 4.5 (the detailed comparison between buckyball and 0.6HCP is illustrated in inset (b)), the peaks of the radial distribution of water molecules for 0.6HCP are weaker than those of the buckyball. Unlike the surface of the buckyball, the atoms on the surface of the 0.6HCP are not all the same and evenly distributed, which results in the asymmetry of the interaction force field, and thus perturb and distort the structure of the solvation shell. Although the buckyball and 0.6HCP have the similar sizes, the solvent layers make the effective radius of the buckyball larger than that of the 0.6HCP causing a smaller diffusion coefficient of the buckyball compared to the 0.6HCP.

4.4. Conclusion

In this paper, we have systematically investigated the effects of size, shape, and surface composition on the diffusive behaviors of nanoparticles at/across water-oil
interfaces via molecular dynamics simulations. Specifically, four different types of nanoparticles were studied. We found that the diffusion coefficients of the 0.6HCP and 1.2HCP are larger than that predicted by the SE equation. We attribute the deviation from the SE equation to two reasons: first, because the particle size is comparable to the size of the solvent molecules, the viscosity in the original SE equation is overestimated and certain modifications are needed; second, the anisotropy of the system also makes the diffusion coefficients for the nanoparticles different from the estimation of the SE equation. We then proposed that the first derivative of the PMF (d(PMF)/dz) serves as a driving force in the z direction. In addition, the simulation indicates that the solvation shell of the nanoparticles is influenced by their shape and surface geometry. A highly symmetrical nanoparticle with uniform surface such as a buckyball may lead to a uniform interaction force filed with the solvent molecules, so that a better defined solvation shell is formed, and this solvation shell makes the “effective radius” of the nanoparticle larger than its own radius, which causes a decrease in the diffusion coefficient. We will further investigate this hypothesis by conducting simulations of nanoparticles with different shapes and surface chemistries.
5. INTERFACIAL BEHAVIOR OF PNIPAM AT WATER-ILS INTERFACES

5.1. Introduction

As we introduced in Chapter 1, the aqueous solution of PNIPAM exhibit a reversible transition with a lower critical solution temperature (LCST) of 32°C.94 The sharp extended-to-coiled transition of PNIPAM is caused by the presence of a hydrophilic amide group on the side chain and a hydrophobic isopropyl group in each N-isopropylacrylamide (NIPAM) unit as well as a hydrophobic carbon backbone as seen from the chemical structure of PNIPAM in Figure 5.1.88,95,96

![Chemical structure of PNIPAM](image)

**Figure 5-1** The chemical structure of PNIPAM including the hydrophobic carbon backbone and an isopropyl group and a hydrophilic amide group in each repeat unit.

It is most widely accepted that entropy effect is the mechanism to explain this thermal-induced phase behavior of PNIPAM; when the temperature is below its LCST, hydrogen bonds are formed between the amide groups and the water molecules, so the negative enthalpy term from hydrogen bonding donates the free energy (Equation 5.1). In this case PNIPAM is highly solvated and possesses a hydrophilic extended status. However, once the temperature is elevated, the hydrogen-bonding between the water
molecules and polymer becomes broken, at the same time, the water molecules are less ordered, so the entropy of this polymer-water system dominates (second term in Equation 5-1), therefore PNIPAM exhibits a hydrophobic coiled structure in aqueous solution.81,94,185

\[ \Delta G = \Delta H - T\Delta S \]  \hspace{1cm} \text{(Equation 5-1)}

PNIPAM is a highly versatile polymer, and it can be adapted to microgels, liposomes, micelle, and membranes. By adding additives and copolymerization, PNIPAM-based products can be not only responsive to temperature but also various environmental stimuli such as PH, electric and magnetic field, and ionic strength.186–192

For example, Dai’s and Jiang’s research groups have demonstrated the capability of integrating PNIPAM hydrogel with thin film silicon ribbons, and enable the stiff silicon ribbons to become adaptive and drivable by the soft environmentally sensitive substrate.193,194 This integration provides a means of mechanical buckling of the thin silicon film due to changes in environmental stimuli (e.g., temperature, pH). Shen, et al.103 proposed a PNIPAM based novel drug delivery system to perform cancer treatment. The conventional cancer therapy has serious adverse effects, such as the indiscriminate distribution of cytotoxic drug in the body without targeting, insufficient local drug concentration in the tumor and poor controlled drug release. In Shen et al.’s study,103 a novel PNIPAM based drug delivery system was fabricated to address these shortcomings. The magnetic Fe3O4 nanoparticles (MNP) and anticancer drug 5-Fu were encapsulated by PNIPAM and mesoporous silica film. These nanoscale drug-delivery vehicles can be directly implanted or injected into the tumor sites. When the temperature was below the LCST, the PNIPAM chains were expanded and the drug was mainly stored in the
composite. On the other hand, when they were subjected to an alternating magnetic field, the magnetic energy would be transformed to thermal energy by the Fe$_3$O$_4$ nanoparticles, and the temperature of the tumor would be locally elevated above LCST, so the polymer chains would shrink and then the drug would be excreted from the Fe$_3$O$_4$/PNIPAM/5-Fu@mSiO$_2$ composite. The tumor cell can be killed in an isolated fashion by this novel drug delivery system. In the field of tissue engineering, Okano and co-workers have produced “cell sheet” by growing cells (e.g. endothelial cells) on PNIPAM thin films.\textsuperscript{195} Traditionally, cells were usually dissociated from a culture surface by using digestive enzymes and chelating agents, which would destroy cell–cell junctions and can only produce single cell suspensions. In Okano’s study, the cells, which surfaces were hydrophobic were initially spread and proliferated on the PNIPAM-grafted surface at 37°C, which was also hydrophobic above LCST. After the cells on the film reaching confluency, the sample was cooled down to 20°C, so the PNIPAM-grafted surface became hydrophilic and the cells would detach from it as a piece of “cell sheet”— a contiguous intact monolayers of cells. This method allows cell confluency maintenance post-harvest in large area sheets and these monolayers of cells have also maintained basal surface extracellular matrix proteins after detachment.

Recently, there are growing interests in the diffusion and solvation behaviors of PNIPAM-based products at liquid-liquid interface due to remarkable features of PNIPAM. For example, In T. Ngai et al.’s study,\textsuperscript{186,187,192} PNIPAM-based microgel was applied as the emulsion stabilizer between liquid-liquid interface, and it found out that PNIPAM-based microgel particles behave distinctly differently from the conventional solid particles at the liquid-liquid interface, one unique feature is that the stability of
emulsions can be triggered by changing the environmental conditions such as temperature, pH, or ionic strength. This tunable stabilizing property is especially desirable in industrial applications such as fuel production and oil transportation processes where the emulsions can be prepared and broken on demand. In Zhifeng Bai et al.’s study, a PNIPAM-based “micelle shuttle” was reported: at room temperature, the PNIPAM-PEO copolymers reside preferentially in the water phase, upon heating, the micelles were formed, and they transferred spontaneously to the hydrophobic ionic liquid phase. And the entire process was totally reversible by cooling down the system. Therefore, a controllable micellization/demicellization were realized by changing the environmental temperature. This interesting phenomenon could have potential applications in various fields of study. For example, it could enable recycling of valuable payloads such as catalysts. In addition, this PNIPAM-based micelle system could realize loading/releasing active ingredients via external stimuli such as temperature and pH for drug delivery.

Figure 5-2 Chemical structure of the cation and anions of the ionic liquids in the simulation system.
Although PNIPAM and PNIPAM-based products have drawn numerous attentions both from academia and industry for many years, our understanding of diffusion and solvation behavior of PNIPAM at liquid-liquid interfaces is far from clear. Very few experimental and simulation work have been conducted to investigate the interactions between solvent molecules and PNIPAM at liquid-liquid interface. Particularly, we know nothing about configuration and diffusion of PNIPAM at/across water/ionic liquid interface. Ionic liquids (ILs) represent a unique class of liquids and it has attracted intensive investigations from various industries. There are some remarkable properties of ionic liquids. For example, ILs have negligible vapor pressure, high thermal stability, and their physiochemical properties are highly tunable by modifying their cations and anions. Thus, ionic liquids are often referred as “green solvents”, and “designer solvents”. In this study, a chain of PNIPAM polymer was investigated by Molecular Dynamics (MD) simulations in its extended and coiled status at the interface of water with [BMIM][PF₆], and with [BMIM][TF₂N]. Figure 5.2 illustrated the chemical structures of the ionic liquids, these two ILs have the same cation, and both are immiscible with water but their anions exhibit starkly different morphology and hydrophobicity: [TF₂N] is long and nonisotropic in shape, whereas [PF₆]⁻ is smaller and perfectly symmetrical, as a result, [TF₂N]⁻ is more hydrophobic than [PF₆]⁻.

Molecular Dynamics (MD) simulations have been a powerful tool for understanding the properties of assemblies of molecules in terms of their structure and the microscopic interactions between them. It serves as a bridge between microscopic length and time scales and the macroscopic world of the laboratory. For example, in the study of Pang et al.¹⁰⁴, solvation behaviors of a monomer of PNIPAM in water/methanol
mixtures with various component ratios are studied by molecular dynamics simulations. It was found that the de-solvation process of PNIPAM took place in the systems with methanol contents ranging from 0.25 to 0.80, in which the number of hydrogen bonding between NIPAM and solvent molecules evidently decreased. Honbo Du et al.\textsuperscript{197} studied the effects of salt on the LCST of PNIPAM. MD simulations of PNIPAM in 1 M of NaCl, NaBr, NaI, and KCl were carried out to elucidate the interactions between salt ions and PNIPAM. Their results suggested that cations had a much stronger affinity with the polymer, whereas anions bind weakly with the polymer. Moreover, the cation–polymer binding affinity was inversely correlated with the cation–anion contact pair association constant in solution.

In our study, we have employed Molecular Dynamics (MD) Simulations to investigate the detailed mechanism behind diffusion and solvation behaviors of PNIPAM at water/ [BMIM][PF6] and water/[BMIM][TF2N] interfaces. A PNIPAM oligomers consisting of 26 units were created for this study, in the “validation” part, the extended-to-coiled transitions of PNIPAM were observed below and above its LCST in water phase via MD simulation. The gyration radius and the number of inter/intra-molecule hydrogen bonding of PNIPAM were calculated and compared with the previous studies, indicating our simulation results were consistent with experimental values and previous simulation results in the published works. The Radial Distribution Functions (RDF) between the cations/anions of the ionic liquids and amide O, N, as well as, isopropyl and carbon backbone of PNIPAM were examined. In addition, the equilibrium positions of extended/coiled PNIPAM were obtained through simulation, and explanations from the aspect of energy and molecular interactions at atomic level were provided in this report.
To our best knowledge, it is the first molecular dynamics study which discussed the equilibrium position of PNIPAM at water/ionic interface below and above its LCST, at the same time, it is also the first report which provided atomic level of understanding about how cations and anions of ionic liquids interacts with different moieties of PNIPAM in a water-ILs biphasic system.

5.2. Methodology

All MD simulations in our investigation were performed using the GROMACS package, a widely used open-source and free software for dynamic simulations. The water-ILs interfaces were created by placing a cubic box of water adjacent to a cubic box of an IL and the initial simulation box for each interfacial system was approximately 5.0 × 5.0 × 10.0 nm. After the initial configurations were obtained, 1000 energy minimization steps were performed using the steepest descent method. The leapfrog algorithm was used for integrating Newton’s equation of motion with a time step of 0.002 ps.

We employed NPT (constant number of molecules, constant pressure, and constant temperature) ensemble to simulate the PNIPAM-Water-ILs system. Berendsen barostat was applied to maintain the system’s pressure at 1bar, and Berendsen thermostat was employed to keep the system’s temperature below PNIPAM’s LCST (32°C) and above LCST respectively. Periodic boundary conditions (PBC) were applied to all three directions of the simulated boxes. The initial atomic velocities were generated with a Maxwellian distribution at the given absolute temperature. The Particle-Mesh Ewald (PME) method was used for the long-range electrostatic interactions. The cut-off
distance for Lennard-Jones forces was set as \( r = 1.2 \) nm as was done by the developers of the force field.\(^{155}\) After the simulation, the physical properties were characterized using the GROMACS analysis tools, and the structures were visualized by Visual Molecular Dynamics (VMD).\(^{164}\)

**Table 5-1** The source of force filed parameters for the ionic liquids in our simulation system

<table>
<thead>
<tr>
<th>Ionic Liquids</th>
<th>Cation Force Field</th>
<th>Anion Force Field</th>
<th>Charge Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>[BMIM][PF(_6)]</td>
<td>Ref(^{3,5})</td>
<td>Ref(^{7})</td>
<td>( \pm 0.8 )</td>
</tr>
<tr>
<td>[BMIM][Tf(_2)N]</td>
<td>Ref(^{3,5})</td>
<td>Ref(^{7})</td>
<td>( \pm 0.75 )</td>
</tr>
</tbody>
</table>

Water was described by the extended simple point-charge model (SPC/E), which has been demonstrated to perform well in the water/IL system\(^{54,151}\). A 26 units PNIPAM oligomer was created and OPLS-AA force field was employed to describe PNIPAM. OPLS-AA has been widely used and validated by previous researchers\(^{143,144,146-148,198}\) for the simulation of PNIPAM. As for the ionic liquids, we have one cation—1-butyl-3-methylimidazolium (BMIM), and two different anions—hexafluorophosphate (PF\(_6\)) and bis(trifluoromethylsulfonylimide) (Tf\(_2\)N)—combined into two different ionic liquids in our simulation system. The model to describe ionic liquids were also based on the OPLS-AA force field, but their force filed parameters were modified based on Lopes et al.\(^{150,155}\) and Bhargava et al.’s\(^{149}\) publications. Table 5.1 provided more detailed information about the force field parameters of ionic liquids in our simulation system. The IL models were adapted for the specific systems studied by scaling partial atomic charges to give non-
integer total ion charges\textsuperscript{54,154}. The technique of scaling charges in this manner has been extensively used to capture the effect of charge transfer between cation and anion in ionic liquids when using a non-polarizable force field\textsuperscript{54,154,199}. This set of force field parameters for ionic liquids were also carefully examined and validated by multiple researchers in Dai’s group\textsuperscript{53,54,151,152}, and it has been proved not only lead to reasonable values for ILs density but also gave accurate surface tensions and self-diffusion coefficients\textsuperscript{54,149,199}, therefore, it is more suitable for modeling the interfacial behavior of ionic liquids, thus, we employed this optimized force field parameters to simulate the diffusion and solvation behaviors of PNIPAM at the ionic liquid-water interface.

5.3. Results and Discussion

The PNIPAM oligomer consisted of 26 monomers, and the extended and coiled configurations of PNIPAM were obtained by equilibrating the oligomer in the water box below and above its LCST for 15ns,. The extended and coiled PNIPAM were initially dispersed in the water phase and then, a 20-25ns MD simulation were performed to make sure the system had achieved the equilibrated status. More details of the simulation systems were indicated in Table 5.2.
Table 5-2 Summary of simulation systems with PNIPAM configuration, temperature, numbers of IL pairs, numbers of water molecules, simulation time and number of parallel runs

<table>
<thead>
<tr>
<th>PNIPAM State</th>
<th>Temperature (K)</th>
<th>Ionic Liquid</th>
<th># of IL Pairs</th>
<th># Water Molecules</th>
<th>Simulation Time (ns)</th>
<th>Number of Parallel runs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extended</td>
<td>300</td>
<td>[BMIM][PF₆]</td>
<td>350</td>
<td>3968</td>
<td>20</td>
<td>4</td>
</tr>
<tr>
<td>Extended</td>
<td>300</td>
<td>[BMIM][Tf₂N]</td>
<td>250</td>
<td>3966</td>
<td>20</td>
<td>4</td>
</tr>
<tr>
<td>Coiled</td>
<td>342</td>
<td>[BMIM][PF₆]</td>
<td>350</td>
<td>3968</td>
<td>20</td>
<td>4</td>
</tr>
<tr>
<td>Coiled</td>
<td>342</td>
<td>[BMIM][Tf₂N]</td>
<td>250</td>
<td>3968</td>
<td>20</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 5-3 Comparison of the experimental value vs. simulation value of IL’s density at 1bar, 300K.

<table>
<thead>
<tr>
<th>Ionic liquids</th>
<th>Exp. ρ (kg/L)</th>
<th>Sim. ρ (kg/L)</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>[BMIM][PF₆]</td>
<td>1.364²⁰⁰</td>
<td>1.381</td>
<td>1.2%</td>
</tr>
<tr>
<td>[BMIM][Tf₂N]</td>
<td>1.44²⁰¹</td>
<td>1.45</td>
<td>0.8%</td>
</tr>
</tbody>
</table>

5.3.1. Validation of the Simulation Systems

The Gromacs 4.5.4 package contains a pre-equilibrated coordinate file for SPC/E water, and the water simulation box was verified by previous researchers;⁵⁰,¹³⁸,¹⁶³,¹⁷¹ so it was unnecessary to again equilibrate and validate the water simulation box. The IL boxes were equilibrated under NPT conditions (constant number of molecules, constant pressure, and constant temperature) for 5 ns. The purpose of this step was to make sure
that the IL box had correct density at 1 bar and 300 K. As shown in Table 5.3, the equilibrium density of [BMIM][PF$_6$] and [BMIM][Tf$_2$N] boxes was 1.381 kg/L and 1.45 kg/L respectively, compared to the experimental value, 1.364 kg/L and 1.44 kg/L$^{202}$ in the literature, the error was within 1.5%, which suggested that our simulation system can provide reasonably accurate predictions of reality.

![Figure 5-3](image)

**Figure 5-3** The configurations of the 26-units PNIPAM oligomer (a) extended structure at 295K; (b) coiled structure at 320K.

The simulation system was also examined by simulating the phase behavior of PNIPAM in water phase and compared our simulated results with the previous experimental and simulated data. First, as shown in Figure 5.3, PNIPAM exhibited similar phase behavior when comparing with experimental results. Below its LCST at 295K PNIPAM was extended, above the LCST, 320K, PNIPAM was coiled. To further validate the model, the Radius of gyration ($R_g$), the number of inter-molecule and intra-
molecule hydrogen bonds and the Radial Distribution Function (RDF) of water molecule around PNIPAM were calculated.

Radius of gyration described the dimensions of a polymer chain. Figure 5.4 indicated the evolution of the \( R_g \) during the 15 ns of simulation. As shown in Figure 5.4, the radius of gyration for PNIPAM at 320 K started to decrease at the beginning of the simulation and achieved equilibrium at about 4.8 ns, and the equilibrated \( R_g \) was about 1nm. On the other hand, the radius of gyration at 295 K decreased slightly during the simulation, and reached approximately 1.5 nm at equilibrated status. This result agreed with the previous simulation work of Honbo Du et al.\(^{197}\) and Sanket A. et al\(^{109}\).

![Figure 5.4](image)

**Figure 5.4** Time evolution of the Radius of Gyration (\( R_g \)) of PNIPAM in water at 295K (blue line), 320K (red line) respectively, during the 15ns MD simulation.

Two types of hydrogen bonding were analyzed to evaluate the hydrophilic-hydrophobic transition of the PNIPAM polymer below and above its LCST. These types
of hydrogen bonding included the intra-molecule hydrogen bonding within PNIPAM, and inter-molecule hydrogen bonding between the polymer and water molecules. The criterion used to determine the presence of a hydrogen bond was illustrated in the inset picture of Figure 5.5 Hydrogen bond length between two heavy atoms D, A (O or N in PNIPAM and O in water molecules) is greater or equal to 3.5Å, and that the cut-off for the hydrogen bond angle is 30°.
Figure 5-5 (a) the intrachain hydrogen bond numbers of PNIPAM (b) The intermolecular hydrogen bond numbers between PNIPAM and water; inset picture is the geometric criterion for hydrogen bond.

Geometrical Hydrogen bond criterion: $r \leq 0.35\text{nm}, \alpha \leq 30^\circ$. 
Figure 5-6 Radial Distribution Function of (a) water molecule around PNIPAM molecule; (b) hydrogen of water around the carbonyl oxygen of PINIPAM; (c) oxygen atom of water around the amide hydrogen of PNIPAM.
The time evolution of hydrogen bonds of extended and coiled PNIPAM along the simulations at 295K and 320K in water is showed in Figure 5.5. For the simulation of the intra-molecule hydrogen bonds as shown in Figure 5.5 (a), the number of intra-molecule hydrogen bonds for the extended PNIPAM fluctuated around 4 at 295K, while at 320K, the number of intra-molecule hydrogen bonds of the coiled PNIPAM fluctuated at about 8. Therefore, when the PNIPAM was at coiled status above its LCST, the number of intra-molecule hydrogen bonds increased. As for the number of inter-molecule hydrogen bonds the trend was opposite, as seen in Figure 5.5 (b), at 295K, the number of inter-molecule hydrogen bonds between the extended PNIPAM and water molecule fluctuated around 52. On the other hand, at higher temperature, the number of inter-molecule hydrogen bonds between the coiled PNIPAM and water fluctuated at about 25. Due to the difference in the length of the polymer chain and other simulation conditions, such as temperature, the accurate number of hydrogen bonds was incomparable with the data in the existing publications. However, the pattern of our simulation results was qualitatively consistent both with the previous simulation works\textsuperscript{111,197} and experimental hypothesis.\textsuperscript{94,203}

Radial Distribution Functions (RDF) were calculated after the phase transition was observed and the system achieved equilibrium. The Radial Distribution Functions were averaged for the last 5ns of simulation time for each case. Figure 5.6 (a) shows the radial distribution function between PNIPAM polymer and water molecules at temperatures above and below LCST. It suggests that water molecules had stronger interaction with the extended PNIPAM. Figure 5.6 (b) and Figure 5.6 (c) reveals more atomic details of the interactions between PNIPAM and water molecules: Figure 5.6 (b)
is the RDF of water oxygen with respect to the mass center of PNIPAM amide hydrogen, from which it can be seen that the RDF plot for the extended and coiled PNIPAM were quite similar. On the other hand, the interactions between water hydrogen and carbonyl oxygen of PNIPAM were quite different for extended and coiled PNIPAM, as shown in Figure 5.6 (c), the peak at \( r = 0.2 \) nm for the extended PNIPAM were obviously shaper and higher than the coiled PNIPAM, which indicated a much stronger affinity between water hydrogen and carbonyl oxygen for the extended PNIPAM. Therefore, we may assume that PNIPAM oxygen played a more important role in the formation of hydrogen bonding between PNIPAM and water. This hypothesis is consistent with the calculations of Juan Pan et al.\textsuperscript{104}

In summary, the calculations of gyration radius, hydrogen bonding, and RDF were all consistent with the previous simulation studies. Particularly, the results of hydrogen bond numbers and Radial Distribution Functions for the extended and coiled PNIPAM suggested that the polymer were more hydrophilic and better solvated at extended status, which agreed with the observations and hypothesis in the previous experimental works.

5.3.2. PNIPAM in the Water-Ionic Liquids (ILs) System

We will first discuss the interfacial equilibrium simulations. Figure 5.7 shows the snapshot of the equilibrated positions of the extended PNIPAM and coiled PNIPAM in the water-[BMIM][PF\textsubscript{6}] system (Figure 5.7 (a), (b)) and water [BMIM][TF\textsubscript{2}N] system (Figure 5.7 (c), (d)) with an accompanying density profile, which was averaged across all simulation runs. The extended and coiled PNIPAM were simulated at 295K and 340K.
respectively. In the water-[BMIM][PF₆] system, the extended PNIPAM exhibited more hydrophilic behavior. Figure 5.7 (a) shows that only a small part of the extended PNIPAM adsorbed to the IL/water interface, most of it remained in the water phase. In contrast, for the coiled PNIPAM (see Figure 5.7 (b)), most of it equilibrated at the IL side of the interface. These observations were confirmed by the corresponding density profiles, which are provided to present an average of all four parallel runs. Thus, in comparison to the extended PNIPAM, the phase preferences of the coiled PNIPAM at the water-[BMIM][PF₆] interface was qualitatively opposite. We can expect the [BMIM][PF₆] to respond to these two different configurations of PNIPAM in different ways. However, in the water-[BMIM][TF₂N] system, the phase preference for the extended or coiled PNIPAM was not as clear as that in water-[BMIM][PF₆] system (see Figure 5.7 (c), (d)). Unlike the solvation behavior of the extended PNIPAM in the water-[BMIM][PF₆] interface, In the water-[BMIM][TF₂N] system, the extended PNIPAM almost totally entered the water-IL interface and most of it equilibrated in the IL side of the interface. As shown in Figure 5.7 (d), the coiled PNIPAM also equilibrated in the IL side of the system. Thus, in the water-[BMIM][TF₂N] system, both extended PNIPAM and coiled PNIPAM tended to stay at the IL side of the interface.

Interaction energy between PNIPAM and different species in the solvents at their equilibrated positions were examined for these two water-IL systems. Table 5.4 (a) and (b) summarizes the Lennard-Jones (LJ) and Coulombic interaction (Coul) energies for the water-[BMIM][PF₆] system and the water-[BMIM][TF₂N] system respectively, averaged over the last 5 ns of simulation. The values of the interaction energies of the extended PNIPAM and coiled PNIPAM between water and IL were illustrated in Figure 5.8.
Figure 5.8 (a) shows that in the water-[BMIM][PF₆] system, the interaction energy between extended PNIPAM and water was much lower than its interaction energy with IL, thus, extended PNIPAM was more energetically favorable to water phase. On the other hand, the coiled PNIPAM’s interaction energy with [BMIM][PF₆] was lower than its interaction energy with water. This may explain why the coiled PNIPAM preferred to the IL side of the interface in the water-[BMIM][PF₆] system. Figure 5.8 (b) shows the interaction energies of extended and coiled PNIPAM in the water-[BMIM][TF₂N] system. Obviously, the pattern of PNIPAM’s interaction energies in the water-[BMIM][TF₂N] system was quite different from that of the water-[BMIM][PF₆] system: for both extended and coiled configurations, PNIPAM’s interaction energies with [BMIM][TF₂N] were lower than its interaction energy with water. Thus, both the extended and coiled PNIPAM in the water-[BMIM][TF₂N] system energetically favored the IL side of the interface.
Figure 5-7 The snapshots and density profiles of the equilibrated positions of extended and coiled PNIPAM (a) extended PNIPAM at 295K in in water-[BMIM][PF6] system; (b) coiled PNIPAM at 342K in water-[BMIM][PF6] system; (c) extended PNIPAM at 295K in water-[BMIM][TF2N] system; (d) coiled PNIPAM at 342K in water-[BMIM][TF2N] system.
Table 5-4 (a) The interaction energies (defined as Lennard-Jones potential energy plus Coulombic potential energy) of extended vs. coiled PNIPAM in water-[BMIM][PF₆] system

<table>
<thead>
<tr>
<th>Interacting Species with PNIPAM</th>
<th>Extended PNIPAM</th>
<th>Coiled PNIPAM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coul (kJ/mol)</td>
<td>LJ (kJ/mol)</td>
</tr>
<tr>
<td>Water</td>
<td>1354.73 ±41.0</td>
<td>-700.51 ±14.0</td>
</tr>
<tr>
<td>[BMIM]⁺</td>
<td>-13.80 ±7.2</td>
<td>-119.02 ±19.0</td>
</tr>
<tr>
<td>[PF6]⁻</td>
<td>-55.20 ±4.7</td>
<td>-61.92 ±5.4</td>
</tr>
</tbody>
</table>

Table 5-4 (b) The interaction energies of extended vs. coiled PNIPAM in water-[BMIM][TF₂N] system

<table>
<thead>
<tr>
<th>Interacting Species</th>
<th>Extended PNIPAM</th>
<th>Coiled PNIPAM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coul (kJ/mol)</td>
<td>LJ (kJ/mol)</td>
</tr>
<tr>
<td>Water</td>
<td>719.58±14.0</td>
<td>276.16±2.4</td>
</tr>
<tr>
<td>[BMIM]⁺</td>
<td>-42.93±4.5</td>
<td>361.37±6.2</td>
</tr>
<tr>
<td>[TF2N]⁻</td>
<td>-251.47±9.8</td>
<td>582.50±4.4</td>
</tr>
</tbody>
</table>
Figure 5-8 Compare the Interaction energies of PNIPAM-water and PNIPAM-Ionic liquid for extended vs. coiled status at their equilibrated position (a) in the water-[BMIM][PF₆] system; (b) in the water-[BMIM][TF₂N] system.
Each Coulombic and LJ potentials composing the interaction energies for PNIPAM in the water-[BMIM][PF$_6$] system and water-[BMIM][TF$_2$N] system was illustrated in Figure 5.9. Figure 5.9 (a) shows that in the water-[BMIM][PF$_6$] system when PNIPAM was extended, its Coulombic potential with water was significant lower than other energies, thus the electrostatic force between water and PNIPAM may play the major role in attracting the extended PNIPAM. On the other hand, when PNIPAM was coiled, the LJ potential between PNIPAM and BMIM cation most notably reduced, indicating that BMIM cation may be mainly responsible for extracting the coiled PNIPAM into the [BMIM][PF$_6$] side of the interface. In the water-[BMIM][TF$_2$N] system (see Figure 5.9 (b)), we noticed that (1) the change of Columbic and LJ potentials of interacting pairs from the extended to the coiled status for PNIPAM was not as significant as that in the water-[BMIM][PF$_6$] system. (2) TF$_2$N anion played a more significant role than BMIM cation in attracting PNIPAM to the IL phase.

To quantify our observation, the percentage of each component making up the interaction energies of PNIPAM at the equilibrated positions in the water-[BMIM][PF$_6$] and water-[BMIM][TF$_2$N] systems were calculated (see Table 5-5) and illustrated in Figure 5.10. In the water-[BMIM][PF$_6$] system (see Figure 5.10 (a), (b)), the Columbic potential of water-PNIPAM account for 58.8% (in magnitude) of the total interaction energy for extended PNIPAM, while for the coiled PNIPAM the biggest contribution to the interaction energy came from the LJ potential between the coiled PNIPAM and BMIM cation (39.5% of the total interaction energy for coiled status). In Figure 5.10 (c) and (d), It can be seen in contrast to the water-[BMIM][PF6] system, the anion (TF$_2$N) always played a more important role than BMIM cation for attracting PNIPAM: the LJ
potential of [TF$_2$N]-PNIPAM accounted 26.1% and 26.5% of the total interaction energy for extended and coiled PNIPAM respectively, compared to 16.2% and 19.4% contribution from the [BMIM]-PNIPAM LJ interactions.

**Figure 5-9** Comparison of the Coulombic potential and Lennard-Jones potential of PNIPAM-water, PNIPAM-[BMIM]$^+$ and PNIPAM-anions for extended vs. coiled status at the equilibrated position (a) in the water-[BMIM][PF6] system; (b) in the water-[BMIM][TF$_2$N] system.
Table 5-5 (a) Percentage of each component making up the interaction energy of PNIPAM at the equilibrated position in water-[BMIM][PF₆] system.

<table>
<thead>
<tr>
<th></th>
<th>Coul PNIPAM-Water</th>
<th>Coul PNIPAM-[BMIM]</th>
<th>Coul PNIPAM-[PF₆]</th>
<th>L-J PNIPAM-Water</th>
<th>L-J PNIPAM-[BMIM]</th>
<th>L-J PNIPAM-[PF₆]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extended PNIPAM</td>
<td>58.8%</td>
<td>0.6%</td>
<td>2.4%</td>
<td>30.4%</td>
<td>5.2%</td>
<td>2.7%</td>
</tr>
<tr>
<td>Coiled PNIPAM</td>
<td>20.0%</td>
<td>4.0%</td>
<td>15.0%</td>
<td>4.4%</td>
<td>39.5%</td>
<td>17.1%</td>
</tr>
</tbody>
</table>

Table 5.5 (b) Percentage of each component making up the interaction energy of PNIPAM at the equilibrated position in water-[BMIM][TF₂N] system.

<table>
<thead>
<tr>
<th></th>
<th>Coul PNIPAM-Water</th>
<th>Coul PNIPAM-[BMIM]</th>
<th>Coul PNIPAM-[TF₂N]</th>
<th>L-J PNIPAM-Water</th>
<th>L-J PNIPAM-[BMIM]</th>
<th>L-J PNIPAM-[TF₂N]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extended PNIPAM</td>
<td>32.2%</td>
<td>1.9%</td>
<td>11.3%</td>
<td>12.4%</td>
<td>16.2%</td>
<td>26.1%</td>
</tr>
<tr>
<td>Coiled PNIPAM</td>
<td>31.5%</td>
<td>1.2%</td>
<td>11.1%</td>
<td>10.2%</td>
<td>19.4%</td>
<td>26.5%</td>
</tr>
</tbody>
</table>
Figure 5-10 The percentage of each Coulombic and Lenard-Jones potentials that constitute the total interaction energy at the equilibrated position for (a) extended PNIPAM in the water-\([\text{BMIM}]\)[PF₆] system; (b) coiled PNIPAM in the water-\([\text{BMIM}]\)[PF₆] system; (c) extended PNIPAM in the water-\([\text{BMIM}]\)[TF₂N] system; (d) coiled PNIPAM in the water-\([\text{BMIM}]\)[TF₂N] system.
Figure 5-11 The Radial Distribution Functions discussed in this research (a) water hydrogen with respect to carbonyl oxygen of PNIPAM; (b) imidazolium ring of the BMIM cation with respect to the amide hydrogen of PNIPAM; (c) butyl group of the BMIM cation with respect to the isopropyl group of PNIPAM; (d) fluorine of PF$_6$ anion with respect to amide hydrogen of PNIPAM; (e) fluorine of TF$_2$N anion with respect to the amide hydrogen of PNIPAM; (f) nitrogen of TF$_2$N anion with respect to the amide hydrogen of PNIPAM; (g) oxygen of TF$_2$N anion with respect to the amide hydrogen of PNIPAM.
Figure 5-12 Radial Distribution Functions (RDF) of water hydrogen around carbonyl oxygen of PNIPAM in the (a) water - [BMIM][PF₆] system; (b) water-[BMIM][TF₂N] system.

To further explore the atomic scale interactions between PNIPAM and the solvent molecules, the radial distribution functions (RDF) were applied to probe the distribution of solvent molecules around the extended or coiled PNIPAM. We investigated the
interactions between the effectively charged parts of the molecules, such as the carbonyl oxygen (-) and amide hydrogen (+) of PNIPAM, the imidazolium ring (+) of BMIM cation, the fluorine (-) of PF₆ anion, and the oxygen (-) of TF₂N anion etc, which are supposed to significantly contribute to the overall interaction energy. In addition, the interaction between the nonpolar species such as the isopropyl group of PNIPAM and the butyl group of BMIM cation were also explored. More details were illustrated in Figure 5.11. In each case, the RDF was averaged for the last 5 ns of simulation time.

Figure 5.12 describes the interactions between the water and PNIPAM. Figure 5.12 (a) and Figure 5.12 (b) are the RDF of water hydrogen with respect to the mass center of carbonyl oxygen of PNIPAM in the water-[BMIM][PF₆] and the water-[BMIM][TF₂N] system respectively. In Figure 5.12 (a), it is obviously that the peak at 0.18 nm for the extended PNIPAM is much higher and sharper than that of the coiled PNIPAM, indicating a better-defined hydration shell around the carbonyl oxygen of the extended PNIPAM. On the other hand, in the water-[BMIM][TF₂N] system, as shown in Figure 5.12 (b) the height and shape of the peak for the extended and coiled PNIPAM were quite alike, indicating the distribution of water molecules around the PNIPAM was similar for the extended and coiled PNIPAM. This result is consistent with the previous energy analysis as shown in Figure 5.9. The change of interaction energies (including Columbic potential and LJ potential) between PNIPAM and water is very prominent as the polymer switched its configurations in the water-[BMIM][PF₆] system, while in the water-[BMIM][TF₂N] system, the difference of interaction energies with water between extended and coiled PNIPAM was relatively insignificant.
Figure 5.13 Radial Distribution Functions (RDF) of the imidazolium ring of BMIM cation around carbonyl oxygen of PNIPAM in the (a) water- [BMIM][PF₆] system; (b) water-[BMIM][TF₂N] system.
Isopropyl Group(PNIPAM)—Butyl Group(BMIM Cation)

Figure 5-14 Radial Distribution Functions (RDF) of the butyl group of BMIM cation around the isopropyl group of PNIPAM in the (a) water-[BMIM][PF$_6$] system; (b) water-[BMIM][TF$_2$N] system.
Figure 5-15 Radial Distribution Functions (RDF) of (a) the fluorine of PF₆⁻ anion around the amide hydrogen of PNIPAM in the water-[BMIM][PF₆] system; (b), (c) fluorine, nitrogen and oxygen of TF₂N anion around the amide hydrogen of PNIPAM in the water-[BMIM][TF₂N] system.

Figure 5.13 and Figure 5.14 describe the interactions between BMIM cation and PNIPAM. Figure 5.13 shows the distribution of the positively charged imidazolium ring of BMIM cation around the negatively charged carbonyl oxygen of PNIPAM. In Figure 5.13 (a) it can be seen that in the water-[BMIM][PF₆] system, the interaction between the carbonyl oxygen and the imidazolium ring for the coiled PNIPAM is much stronger than that for the extended PNIPAM. While in the water-[BMIM][TF₂N] system (see Figure
5.13 (b)), this trend was not very obvious. For both the extended and coiled PNIPAM, the shape of the RDF plots is alike, indicating their carbonyl oxygen had similar interactions with the imidazolium ring of BMIM cation. Figure 5.14 shows the RDF for the butyl group of BMIM cation with respect to the isopropyl group of PNIPAM. In the water-[BMIM][PF_6] system (Figure 5.14 (a)), the remarkable higher and stronger peak in the RDF plot for the coiled PNIPAM indicating that the affinity between these two nonpolar groups were much stronger for the coiled PNIPAM than that for the extended PNIPAM. Again, in the water-[BMIM][TF_2N] system (Figure 5.14 (b)) such prominent difference cannot be observed, suggesting that not only the interactions between the charged groups of PNIPAM and BMIM cation for different polymer configurations were similar, the affinities between the nonpolar groups for both extended and coiled status of PNIPAM were also alike in the water-[BMIM][TF_2N] system.

Figure 5.15 depicts the interactions between PNIPAM and the anions of the ionic liquids ([PF_6]^-, [TF_2N]^−). Figure 5.15 (a) indicates that the amide hydrogen of the coiled PNIPAM has stronger interaction with the fluorine of PF_6 anion than that of the extended PNIPAM in the water-[BMIM][PF_6] system. Figure 5.15 (b), (c), (d) shows the RDF plots of the fluorine, nitrogen and oxygen of TF_2N anion with respect to the mass center of amide hydrogen of PNIPAM in the water-[BMIM][TF_2N] system. As we can see for all of these three plots, the negatively charged moieties in the TF_2N anion have stronger affinity with the amide hydrogen of the extended PNIPAM than that of the coiled PNIPAM. Especially in Figure 5.15 (d), the prominent peak at 0.23 nm for the extended PNIPAM indicates that the amide hydrogen of the extended PNIPAM strongly interacted with the oxygen of TF_2N anion.
Therefore, in the water-[BMIM][PF₆] system, the coiled PNIPAM has stronger interaction with both the cation and anion of the ionic liquid than that of the extended PNIPAM. While in the water-[BMIM][TF₂N] system, the interactions between cation and PNIPAM were alike for the extended and coiled configuration, whereas, the anion tended to interact more strongly with the extended PNIPAM.

5.4. Conclusion

In this work, we have carried out extensive high fidelity molecular dynamics simulations to investigate the behavior of PNIPAM macromolecules on different liquid-liquid interfaces, including both the water-[BMIM][PF₆] system and water-[BMIM][TF₂N] system. In the water-[BMIM][PF₆] system, PNIPAM exhibited a clear phase preference for different configurations. Specifically, for the extended state (equilibrium state at lower temperatures), PNIPAM preferred the water phase, as evidenced by our observation that the PNIPAM macromolecule’s tendency to stay in the water phase during the MD simulations. For the coiled PNIPAM (equilibrium state at high temperatures) tends to move forwards to the IL side of the interface, indicating its preference of the IL phase. On the other hand, in the water-[BMIM][TF₂N] system, we found that the phase preference is independent of PNIPAM macromolecule configurations, i.e., both extended and coiled PNIPAM tend to stay in IL phase close to the interface.

To further understand the thermodynamic origin of observed PNIPAM behaviors at different interfaces, we performed a detailed analysis of the interaction energy between PNIPAM macromolecules (the solute macromolecules), as well as detailed structural
quantification via the radial distribution functions to precisely determine the interacting atomic groups on different macromolecules. We found that in the water-[BMIM][PF$_6$] system, interactions between the extended PNIPAM and water molecules (amide oxygen of PNIPAM and water hydrogen) are much stronger than the interactions between PNIPAM and IL. However, when PNIPAM is coiled, the imidazolium ring and butyl group of the BMIM cation played the most important role in attracting the coiled PNIPAM to the BMIM] [PF$_6$] side of the interface.

On the other hand, in the water-[BMIM][TF$_2$N] system, PNIPAM had similar level of interaction with water and IL for both extended and coiled status. It is probably mainly due to the influence of the Tf$_2$N anion: both extended and coiled PNIPAM had strong interaction with Tf$_2$N anion, this make its interaction energies with IL were always lower than its interaction energy with water. Thus, PNIPAM always stay at the IL side of the interface in the water-[BMIM][TF$_2$N] system.
6. EFFECTS OF HYDROPHILIC IONIC LIQUIDS ON THE LOWER CRITICAL SOLUTION TEMPERATURE OF PNIPAM

6.1. Introduction

The Lower Critical Solution Temperature (LCST) of PNIPAM can be influenced by the presence of other “ingredients” in its aqueous solution. Such ingredients could include surfactants, salts, co-solvents, and so on. For example, previous investigations show that salt ions have significant impacts on the LCST of PNIPAM. Eeckman and coworkers’ investigation shows the addition of salts can lead to a significant decrease of PNIPAM’s LCST; i.e., a 1 M NaCl solution leads to a decrease of the PNIPAM’s LCST by about 12 K from approximate 305 K in pure water to about 293 K, while a 0.2 M Na₂SO₄ solution decreases its LCST by about 10 K. It appears that the salt type, concentration, valence and size of the anions play important roles in influencing the LCST of PNIPAM. Recent studies have shown that certain imidazolium-based ionic liquids can influence the LCST of PNIPAM aqueous solution by hydrophobic collapse/aggregation of the PNIPAM chains. For example, P. M. Reddy, et al. investigated the effects of 1-benzyl-3-methylimidazolium tetrafluoroborate ([Bzmim][BF₄]) on the LCST of PNIPAM in the aqueous solution by using fluorescence, viscometric, and dynamic light scattering (DLS) techniques. It indicated that the addition of [Bzmim][BF₄] can significantly decrease the LCST of PNIPAM, and the IL’s concentration is the most important factor on the phase transition PNIPAM.

So far our understanding of the interactions between PNIPAM and the other ‘ingredients’ in the aqueous solution are still very limited and the exact nature of these interactions remains to be elucidated. For example, in the study of the effects of salts (e.g.
NaI, NaCl) on the LCST of PNIPAM in aqueous solutions, Molecular Dynamic simulation studies\textsuperscript{105,143,214,215} showed that salt may impact the LCST of PNIPAM through direct binding between the amide group of PNIPAM and salt cations (e.g. Na\textsuperscript{+}, K\textsuperscript{+}). Salt anions had very weak or no interaction with PNIPAM. However, similar experimental studies\textsuperscript{203,209,213,216–218} suggest that salts affect the LCST of PNIPAM mostly due to the interactions between PNIPAM and salt anions (e.g. I\textsuperscript{−}, Cl\textsuperscript{−}), while the influence of cations was negligible. Our understanding about the interactions between PNIPAM and ions in ionic liquid/water systems is even more limited. To the best of our knowledge, no systematic studies have been carried out to elucidate the mechanisms for the observed reduction of LCST of PNIPAM in ionic liquid/water solutions. Therefore, the goal of our work is to understand how ionic liquids interact with PNIPAM in aqueous solutions and affect its LCST behaviors via high fidelity molecular dynamics simulations.

A pure water system and two miscible ionic liquids/water systems, [BMIM][I]/water and [BMIM][Cl]/water systems were created for our study. Energy analysis was performed to understand the thermodynamic origin of the phase behaviors in different systems. Detailed structural quantification via Radial Distribution Functions (RDF) was applied to reveal the interacting functional groups on different molecules in our simulation systems. We also compared our simulation results with the previous simulation and experimental studies of PNIPAM in salt solutions to better understand the similarities/differences of PNIPAM-ion interactions in these systems and their effects on the LCST behaviors.

To our best knowledge, this work is the first systematic molecular dynamics study that leads to a comprehensive understanding of how cations and anions of the ionic
liquids interact with different moieties of PNIPAM at atomic level. It is also the first report discussing the resemblance and distinctions of PNIPAM in ionic liquid/water systems from PNIPAM in salt solutions.

### 6.2. Methodology

MD simulations were conducted using the Gromacs package.124,162 Three simulation systems were created for our investigation: PNIPAM in pure water system, 10 mol % [BMIM][I]/water system, and 10 mol % [BMIM][Cl]/water system. The dimension of the simulation boxes was approximately $5.5 \times 5.5 \times 5.5 \text{ nm}^3$. More details about the simulation systems are described in Table 6.1. In each system, PNIPAM was placed in the center of the simulation box. After the initial configurations were obtained, 1000 energy minimization steps were performed using the steepest descent method. The leapfrog algorithm was used for integrating Newton’s equation of motion with a time step of 0.002 ps.

<table>
<thead>
<tr>
<th>Simulation System</th>
<th>Simulation Temp (K)</th>
<th># of PNIPAM</th>
<th># of IL Pairs</th>
<th># of Water Molecules</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure Water</td>
<td>295K, 350K</td>
<td>1</td>
<td>0</td>
<td>6692</td>
</tr>
<tr>
<td>[BMIM][I]/Water</td>
<td>295K, 350K</td>
<td>1</td>
<td>300</td>
<td>2700</td>
</tr>
<tr>
<td>[BMIM][Cl]/Water</td>
<td>295K, 350K</td>
<td>1</td>
<td>300</td>
<td>2700</td>
</tr>
</tbody>
</table>
NPT (constant number of molecules, constant pressure, and constant temperature) ensemble was employed to simulate the PNIPAM-Water-ILs system. Berendsen barostat\textsuperscript{158} was applied to maintain the systems’ pressure at 1 bar, and Berendsen thermostat\textsuperscript{158} was employed to keep the systems’ temperature below PNIPAM’s LCST at 295K and above LCST at 350K respectively. Periodic boundary conditions (PBC) were applied to all three directions of the simulated boxes. The initial atomic velocities were generated with a Maxwellian distribution at the given absolute temperature. The Particle-Mesh Ewald (PME) method was used for the long-range electrostatic interactions. The cut-off distance for Lennard-Jones forces was set as $r = 1.2$ nm as was done by the developers of the force field.\textsuperscript{155} After the simulation, the physical properties were characterized using the GROMACS analysis tools, and the structures were visualized by Visual Molecular Dynamics (VMD).\textsuperscript{164}

Water was described by the extended simple point-charge model (SPC/E), which has been demonstrated to perform well in the water/IL system.\textsuperscript{54,151} A 26 units PNIPAM oligomer was created and OPLS-AA force field was employed to describe PNIPAM. OPLS-AA has been widely used and validated by previous researchers\textsuperscript{143,144,146–148,198} for the simulation of PNIPAM. The model to describe [BMIM][I] and [BMIM][Cl] was also based on the OPLS-AA force field, but their force filed parameters were modified based on Lopes et al.\textsuperscript{150,155} and Bhargava et al.’s\textsuperscript{149} publications. Table 6.2 provides more detailed information about the force field parameters of ionic liquids in our simulation systems. The IL models were adapted for the specific systems studied by scaling partial atomic charges to give non-integer total ion charges.\textsuperscript{54,154} The technique of scaling charges in this manner has been extensively used to capture the effect of charge transfer
between cation and anion in ionic liquids when using a non-polarizable force field\textsuperscript{54,154,199}. Models with scaled charges have been found to simulate the density and diffusivity of ionic liquids better than models using charges of ±1.\textsuperscript{149,152,219,220} Moreover, this set of force field parameters for ionic liquids were also carefully investigated and validated by various researchers in Dai’s group.\textsuperscript{53,54,151,152}

<table>
<thead>
<tr>
<th>Ionic Liquids</th>
<th>Cation Force Field</th>
<th>Anion Force Field</th>
<th>Charge Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>[BMIM][I]</td>
<td>Ref\textsuperscript{149,153}</td>
<td>Ref\textsuperscript{140}</td>
<td>±0.5\textsuperscript{152}</td>
</tr>
<tr>
<td>[BMIM][Cl]</td>
<td>Ref\textsuperscript{149,153}</td>
<td>Ref\textsuperscript{153}</td>
<td>±0.8</td>
</tr>
</tbody>
</table>

6.3. Results and Discussion

The Gromacs 5.0.4 package contains a pre-equilibrated coordinate file for SPC/E water, and the water simulation box was verified by previous researchers;\textsuperscript{50,138,163,171} so it was unnecessary to equilibrate and validate the water simulation box again in this work. The IL boxes were equilibrated under constant NPT conditions (constant number of molecules N, pressure P, and temperature T) for 5 ns. The purpose of this step was to verify that the IL box possessed correct density at 1 bar and 300 K in order to validate the force field parameters for the IL. As shown in Table 6.3, the equilibrium densities of [BMIM][I] and [BMIM][Cl] boxes were 1.465 kg/L and 1.116 kg/L respectively.
Comparing the corresponding values to the experimental value, 1.489 kg/L\textsuperscript{152} and 1.079 kg/L\textsuperscript{221} in the literature, we found the errors for both densities were within 3.5%, which indicated the validity of the choice of the force field parameters.

<table>
<thead>
<tr>
<th>Ionic liquids</th>
<th>Exp. ρ (kg/L)</th>
<th>Sim. ρ (kg/L)</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>[BMIM][I]</td>
<td>1.489</td>
<td>1.465 ± 0.013</td>
<td>1.6%</td>
</tr>
<tr>
<td>[BMIM][Cl]</td>
<td>1.079</td>
<td>1.116 ± 0.092</td>
<td>3.4%</td>
</tr>
</tbody>
</table>

**Table 6-3** Comparison of the experimental value vs. simulation value of IL’s density at 1bar, 300K.

<table>
<thead>
<tr>
<th>Simulation System</th>
<th>Temperature (K)</th>
<th>Simulation Time (ns)</th>
<th># of Parallel runs</th>
<th>Equilibrated Status of PNIPAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure Water</td>
<td>295</td>
<td>10</td>
<td>3</td>
<td>Extended</td>
</tr>
<tr>
<td>Pure Water</td>
<td>350</td>
<td>10</td>
<td>3</td>
<td>Coiled</td>
</tr>
<tr>
<td>[BMIM][I]/Water</td>
<td>295</td>
<td>15</td>
<td>3</td>
<td>Extended</td>
</tr>
<tr>
<td>[BMIM][I]/Water</td>
<td>350</td>
<td>15</td>
<td>3</td>
<td>Coiled</td>
</tr>
<tr>
<td>[BMIM][Cl]/Water</td>
<td>295</td>
<td>15</td>
<td>3</td>
<td>Extended</td>
</tr>
<tr>
<td>[BMIM][Cl]/Water</td>
<td>350</td>
<td>15</td>
<td>3</td>
<td>Coiled</td>
</tr>
</tbody>
</table>

**Table 6-4** Summary of simulation boxes with simulation temperatures, simulation time and number of parallel runs
PNIPAM macromolecules were dispersed in the center of the simulation boxes. Simulations were performed for 10-15 ns at 295K and 350K respectively to make sure the systems had achieved equilibrium. More details of the simulation systems were provided in Table 6.4. For all three simulation systems, PNIPAM possessed an extended configuration at 295K, and a coiled configuration at 350K (Figure 6.1). These results were consistent with the experimental observations in the previous studies.\cite{94,112,222,223}

Figure 6-1 The configurations of the 26-units PNIPAM oligomer (a) extended structure at 295K; (b) coiled structure at 350K. (for the reason of concision, only the configurations in the [BMIM][I]/Water system was indicated here)
6.3.1. Trend of the LCST in Different Systems

The enthalpy associated with the PNIPAM under different conditions was calculated as its interaction energy with the solvent molecules by averaging over the last 10 ns of the simulations. Table 6.5 summarizes the values of enthalpy for each system at 295K and 350K. The difference of the enthalpy at high vs. low temperatures roughly indicates the “enthalpy contribution” to the free energy change associated with the extended-to-coiled transition of a single PNIPAM due the temperature change. As illustrated in Figure 6.2, we can see that the PNIPAM in the pure water system possessed the highest enthalpy increase after the extended-to-coiled transition. For the two hydrophilic ionic liquids/water systems, the increase of enthalpy was significantly lower.

<table>
<thead>
<tr>
<th>Simulation System</th>
<th>$H_{295K}$</th>
<th>$H_{350K}$</th>
<th>$\Delta H$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure Water</td>
<td>$-2272.2\pm64.2$</td>
<td>$-1829.6\pm71.1$</td>
<td>$442.6\pm67.4$</td>
</tr>
<tr>
<td>[BMIM][I]/Water</td>
<td>$-1982.7\pm40.4$</td>
<td>$-1708.2\pm34.5$</td>
<td>$274.51\pm37.3$</td>
</tr>
<tr>
<td>[BMIM][Cl]/Water</td>
<td>$-2155.5\pm35.0$</td>
<td>$-1875.3\pm36.9$</td>
<td>$280.2\pm36.0$</td>
</tr>
</tbody>
</table>
We now provide a thermodynamics argument based on these observations to predict the trend of LCST in these systems. In order for the coiled configuration to be stable at high temperatures, the overall change of the free energy $\Delta G$ for the extended-to-coiled transition should be negative, i.e.,

$$\Delta G = \Delta H - T_c \Delta S < 0$$
where $\Delta H$ and $\Delta S$ respectively indicate the change of enthalpy and entropy, and $T_c$ is the LCST. Since for all three systems, the corresponding low and high temperature PINIPAM configurations are statistically identical, thus, the entropy change $\Delta S$ in all three systems are roughly the same. This suggests that the system with a larger enthalpy increase $\Delta H > 0$ for the transition requires a highly $T_c$ to compensate the larger increase of $\Delta G$ due to this enthalpy contribution. Therefore, we argue that PINIPAM would possess a lower LCST for the extended-to-coiled transition in the [BMIM][I]/water and [BMIM][Cl]/water systems than the pure water system.

### 6.3.2. Effects of Hydrogen Bonding on the LCST

Inter-molecular hydrogen bonds between the PNIPAM and water molecules were calculated to investigate the hydrophilic-hydrophobic transition of the PNIPAM polymer at 295K and 350K in three systems (Table 6.6). The criterion used to determine the presence of a hydrogen bond was illustrated in the inset picture of Figure 5.5 in Chapter 5. The hydrogen bond length between two heavy atoms D, A (O or N in PNIPAM and O in water molecules) is greater or equal to 3.5 Å, and that the cut-off for the hydrogen bond angle is 30°. The temporal evolution of hydrogen bonds of PNIPAM in the simulations at 295K and 320K in three systems is illustrated in Figure 6.3. Two observations can be made from the calculations of hydrogen bonds: first, the number of hydrogen bonds between PNIPAM and water reduced at higher temperature in all three simulation systems, indicating that PNIPAM was less hydrated at higher temperature. This result is in agreement with the previous experimental observations and hypothesis. Second, for both [BMIM][I]/water and [BMIM][Cl]/water systems, the number of hydrogen bonds between PNIPAM and water was significant lower than the pure water system at
the same temperature. This suggests that during the extended-to-coiled configuration transition in the miscible ionic liquids/water systems, fewer hydrogen bonds were broken between PNIPAM and water than that in the pure water system. This observation may also explain why PNIPAM tended to precipitate at a lower temperature in [BMIM][I]/water and [BMIM][Cl]/water systems than pure water.

Table 6-6 Number of Inter-molecular hydrogen bonds between PNIPAM and Water in pure water, [BMIM][I]/water and [BMIM][Cl]/water systems at 295K vs. 350K

<table>
<thead>
<tr>
<th>Simulation System</th>
<th># of HB, 295K ±</th>
<th># of HB, 350K ±</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure Water</td>
<td>53.56±3.68</td>
<td>43.55±4.46</td>
</tr>
<tr>
<td>[BMIM][I]/Water</td>
<td>26.46±4.19</td>
<td>21.97±4.42</td>
</tr>
<tr>
<td>[BMIM][Cl]/Water</td>
<td>32.03±3.0</td>
<td>25.46±4.14</td>
</tr>
</tbody>
</table>
Figure 6-3 The intermolecular hydrogen bond numbers between PNIPAM and water at 295K vs. 350K in (a) pure water system, (b) [BMIM][I]/water system, and (c) [BMIM][Cl]/water system.
Figure 6-4 Radial Distribution Function of water molecules around PNIPAM molecule in (a) pure water system, (b) [BMIM][I]/water system, and (c) [BMIM][Cl]/water system.
To further explore the structural precursor for the interactions (i.e., hydrogen bonding) between PNIPAM and water, the Radial Distribution Function (RDF) between PNIPAM and water molecules were calculated. As shown in Figure 6.4, PNIPAM had stronger affinity with water molecule at lower temperature in all the three systems. This indicates that PNIPAM was better solvated at lower temperature. In addition, the “strength” of the interactions between PNIPAM and water molecule of different systems were assessed by comparing the PNIPAM-water RDF at the same temperatures. As shown in Figure 6.5, at both lower and higher temperatures, PNIPAM had the strongest interaction with water molecules in the pure water system, while in the two miscible ionic liquids/water systems, such interaction was significantly weaker. These results are perfectly consistent with the aforementioned direct hydrogen-bond counting and analysis.
Figure 6-5 Comparison of Radial Distribution Function (RDF) of water molecules around PNIPAM molecule in pure water, [BMIM][I]/water and [BMIM][Cl]/water system at (a) 295K, (b) 350K.
6.3.3. Effects of Ions on the LCST

To elucidate the effects of ions on the LCST of PNIPAM, RDF was applied to probe the distribution of solvent species around PNIPAM in the [BMIM][I]/water and [BMIM][Cl] simulation systems. Interactions were investigated between the most effectively charged parts of the molecules, such as the carbonyl oxygen (-) and amide hydrogen (+) of PNIPAM, the imidazolium ring (+) of BMIM cation, the iodide (-) and chloride (-) anions. The interactions between the nonpolar species such as the isopropyl sidechain of PNIPAM and the butyl group of BMIM cation were explored as well. In each case, the RDF was averaged for the last 5 ns of simulation time.

Figure 6.6 and Figure 6.7 illustrate the interactions between PNIPAM and BMIM cation. Figure 6.6 shows the distribution of the positively charged imidazolium ring of BMIM cation around the negatively charged carbonyl oxygen. Figure 6.7 depicts the RDF for the non-polar butyl group of BMIM cation with respect to the isopropyl group of PNIPAM. Comparing Figure 6.6 and Figure 6.7, the remarkably sharp peak at around 0.55nm in Figure 6.7 indicates the isopropyl sidechain of PNIPAM had strong association with the butyl group of BMIM cation. While in Figure 6.6, such peaks cannot be clearly observed, suggesting the affinity between the charged moiety, carbonyl oxygen of PNIPAM and imidazolium ring of BMIM cation was weak. To further substantiate this observation, each Coulombic and Lenard-Jones component in the interaction energies of PNIPAM in the [BMIM][I]/water system and [BMIM][Cl]/water system was calculated (Table 6.7) and graphically presented in Figure 6.8. As shown in Figure 6.8, the magnitude of Lennard-Jones interaction of PNIPAM-BMIM cation was much greater than that of the Coulombic interaction of PNIPAM-BMIM cation at the same temperature.
for both \([\text{BMIM}]^\text{I}/\text{water}\) and \([\text{BMIM}]^\text{Cl}/\text{water}\) systems. Thus, combing the calculation of RDF and energy analysis, we may conclude that the major interactions between PNIPAM and BMIM cation originated from the hydrophobic effects between two non-polar moieties, i.e., isopropyl group of PNIPAM and the butyl group of BMIM cation.

**Table 6-7 (a)** The Lennard-Jones potential energies and Coulombic potential energies of PNIPAM at 295K vs. 350K in \([\text{BMIM}]^\text{I}/\text{water}\) system

<table>
<thead>
<tr>
<th>Interacting Species with PNIPAM</th>
<th>295K Coul (kJ/mol)</th>
<th>295K LJ (kJ/mol)</th>
<th>350K Coul (kJ/mol)</th>
<th>350K LJ (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>-668.7±52</td>
<td>-224.2±44.7</td>
<td>-549.7±40.0</td>
<td>-183.9±37.9</td>
</tr>
<tr>
<td>([\text{BMIM}]^+)</td>
<td>-4.2±2.7</td>
<td>-837.7±66.7</td>
<td>-6.0±0.8</td>
<td>-772.3±56.6</td>
</tr>
<tr>
<td>([\text{I}^-])</td>
<td>-220.1±57.2</td>
<td>-27.8±11.1</td>
<td>-169.6±40.7</td>
<td>-26.7±10.4</td>
</tr>
</tbody>
</table>

**Table 6.7 (b)** The Lennard-Jones potential energies and Coulombic potential energies of PNIPAM at 295K vs. 350K in \([\text{BMIM}]^\text{Cl}/\text{water}\) system

<table>
<thead>
<tr>
<th>Interacting Species with PNIPAM</th>
<th>295K Coul (kJ/mol)</th>
<th>295K LJ (kJ/mol)</th>
<th>350K Coul (kJ/mol)</th>
<th>350K LJ (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>-845.5±28.0</td>
<td>-321.2±34.0</td>
<td>-645.9±16</td>
<td>-277.8±33</td>
</tr>
<tr>
<td>([\text{BMIM}]^+)</td>
<td>-10.2±5.5</td>
<td>-772.2±45.9</td>
<td>-37.7±4.3</td>
<td>-717.2±40.5</td>
</tr>
<tr>
<td>([\text{Cl}^-])</td>
<td>-161.0±50.1</td>
<td>-45.4±9.5</td>
<td>-156.6±49.8</td>
<td>-40.0±9.0</td>
</tr>
</tbody>
</table>
Figure 6.6 Radial Distribution Functions (RDF) of the imidazolium ring of BMIM cation around carbonyl oxygen of PNIPAM in the (a) [BMIM][I]/water system; (b) [BMIM][Cl]/water system
Figure 6-7 Radial Distribution Functions (RDF) of the butyl group of BMIM cation around the isopropyl group of PNIPAM in the (a) [BMIM][I]/water system; (b) [BMIM][Cl]/water system.
Figure 6-8 Coulombic potential (Coul) and Lennard-Jones potential (LJ) of PNIPAM-water, PNIPAM-[BMIM]$^+$ and PNIPAM-anions (I$^-$ or Cl$^-$) at 295K and 350K in the (a) [BMIM][I]/water system; (b) [BMIM][Cl]/water system.
Figure 6.9 and 6.10 describe the interactions between PNIPAM and anions of the ionic liquids (I, Cl). Figure 6.9 is the RDF plots of the anions (I, Cl) with respect to the mass center of amide hydrogen of PNIPAM in [BMIM][I]/water and [BMIM][Cl]/water systems respectively. Figure 6.10 shows the RDF of anions (I, Cl) around the mass center of carbonyl carbon of PNIPAM in the ionic liquid/water systems. The well-defined peaks in Figure 6.9 and Figure 6.10 indicates both the amide hydrogen and carbonyl carbon of PNIPAM had strong affinity with the anions. Besides, if we compare the interaction strength between PNIPAM and anions by overlaying the RDF plots at the same temperature (Figure 6.11 and Figure 6.12), it can be found that I had much stronger interaction with amide hydrogen and carbonyl carbon of PNIPAM than Cl.

<table>
<thead>
<tr>
<th>Interacting Species</th>
<th>Coulomb (kJ/mol)</th>
<th>LJ (kJ/mol)</th>
<th>Interaction Energy (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[BMIM]+–I</td>
<td>-19917.1±126.6</td>
<td>-1694.0±86.9</td>
<td>-21611.1±105.1</td>
</tr>
<tr>
<td>[BMIM]+–Cl</td>
<td>-66772.8±241.3</td>
<td>-1329.0±127.3</td>
<td>-68101.8±174.9</td>
</tr>
</tbody>
</table>

In order to interpret the different binding strength between PNIPAM and anions, a series of energy analysis and RDF calculations were performed. Figure 6.13 illustrates the cation-anion interactions of [BMIM][I] vs. [BMIM][Cl] at 300K. It indicates at the same temperature, the association of [BMIM]+–Cl was stronger than [BMIM]+–I. The energy analysis (Table 6.8) of cation-anion of ionic liquids also agree with this
observation, as shown in Figure 6.14 the interaction energy between [BMIM]$^+$ and Cl$^-$ was significantly lower than the interaction energy between [BMIM]$^+$ and I$^-$. These results are consistent with the previous study of interactions between BMIM cation and halide anions (Cl$^-$, Br$^-$ and I$^-$) by ab initio calculations$^{224}$: smaller anions such as Cl$^-$ had stronger electrostatic attraction to the BMIM cation and tended to bind more closely with BMIM cation than I$^-$.
Figure 6-9  Radial Distribution Functions (RDF) of (a) the I⁻ anion around the amide hydrogen of PNIPAM in the [BMIM][I]/water system, (b) the Cl⁻ anion around the amide hydrogen of PNIPAM in the [BMIM][Cl]/water system.
Figure 6-10 Radial Distribution Functions (RDF) of (a) the I⁻ anion around the carbonyl carbon of PNIPAM in the [BMIM][I]/water system, (b) the Cl⁻ anion around the carbonyl carbon of PNIPAM in the [BMIM][Cl]/water system.
Figure 6-11 Comparison of RDF of anions (I\(^-\), Cl\(^-\)) around amide hydrogen of PNIPAM at (a) 295K, (b) 350K.
Figure 6-12 Comparison of RDF of anions (I⁻, Cl⁻) around carbonyl carbon of PNIPAM at (a) 295K, (b) 350K.
Figure 6-13 Comparison of RDF of anions (I\textsuperscript{–}, Cl\textsuperscript{–}) with respect to BMIM cations of PNIPAM at 300K.

Figure 6-14 Interaction energies of [BMIM]\textsuperscript{+}\textendash I\textsuperscript{–}, and [BMIM]\textsuperscript{+}\textendash Cl\textsuperscript{–}, 300K.
The interactions between anions (I, Cl) and water were also investigated in our study. Figure 6.15 shows the RDF plots of I and Cl with respect to water molecules, which clearly indicates that Cl had stronger association with water molecule than I. The energy analysis between anions and water (Figure 6.16) were consistent with the RDF.
calculation. Specifically, Cl\(^{-}\) had obviously lower interaction energy with water molecules than I\(^{-}\), suggesting that Cl\(^{-}\) was better solvated than I\(^{-}\). This result is not surprising since Cl\(^{-}\) is more hydrophilic than I\(^{-}\). Combining the above RDF and energy analysis of BMIM-anions and water-anions allows us to provide a possible explanation why I\(^{-}\) had stronger interaction with PNIPAM than Cl\(^{-}\). In particular, in our simulation systems PNIPAM, BMIM cations, and water molecules were competing for binding with the anions (I\(^{-}\) or Cl\(^{-}\)). Since Cl\(^{-}\) had stronger affinity with both BMIM cations and water molecules than I\(^{-}\), its association with PNIPAM was relatively weaker.

![Interaction Energy Chart](image.png)

**Figure 6-16** Interaction energies of water-I\(^{-}\) vs. water-Cl\(^{-}\) at 295K and 350K.
6.3.4. Comparison with Salt Solutions

The effects of salt ions on the LCST of macromolecules in aqueous solutions were more extensively studied than the impact of ions of ionic liquids on the LCST of PNIPAM in ionic liquids/water systems. And our hydrophilic ionic liquids [BMIM][I] and [BMIM][Cl] were in certain extent similar to salts such as NaI and NaCl. Thus, for the purpose of identifying the similarity/uniqueness of the ILs/water systems, we compared our simulation results with the previous studies of PNIPAM in the salt solutions (e.g. PNIPAM in NaI and NaCl solutions)\textsuperscript{105,143,203,209,210,214,215} and have some interesting findings. First, in the MD simulation study of PNIPAM in salt solutions,\textsuperscript{105,143,214,215} it appeared that the salt anions (e.g. I\textsuperscript{-}, Cl\textsuperscript{-}) exhibited very weak or no interactions with PNIPAM. Instead, the interactions mainly took place between PNIPAM and salt cations (e.g. Na\textsuperscript{+}, K\textsuperscript{+}). While the results were usually in conflict with the simulation studies in the experimental investigations,\textsuperscript{203,209,216–218} it is suggested that the salt ions interacted with PNIPAM mostly by direct binding between anions of the salts (e.g. I\textsuperscript{-}, Cl\textsuperscript{-}) and the amide groups of PNIPAM. The interactions between PNIPAM and cations were negligible. In our simulation study of PNIPAM in the ionic liquid/water systems, we found PNIPAM actually had strong interaction with both cations and ions of the ionic liquids, but the interactions originated from different mechanism. The cation (BMIM)–PNIPAM interactions were mainly due to hydrophobic effect which took place between the nonpolar group of BMIM butyl and PNIPAM isopropyl side chain. For the anion (I\textsuperscript{-}, Cl\textsuperscript{-})–PNIPAM interactions, the binding mostly took place between the charged group of PNIPAM (amide hydrogen, carbonyl carbon) and I\textsuperscript{-} or Cl\textsuperscript{-}, which originated from electrostatic force. In addition, the interactions between PNIPAM and I was
significantly stronger than the interaction between PNIPAM and Cl\(^-\), which was in agreement with the order of anion-PNIPAM interaction strength in the experimental studies of PNIPAM in salt solutions.\textsuperscript{203,209,216–218}

6.4. Conclusions

PNIPAM was simulated in water, [BMIM][I]/water and [BMIM][Cl]/water systems at 295K and 350K in our study. Extended-to-coiled phase transition was observed in all three simulation systems. The enthalpy change in the pure water system was significantly higher than the ionic liquid/water systems, which may explain why PNIPAM tended to have a LCST type transition at lower temperatures in the imidazolium based IL/water systems. In addition, it was found that the number of inter-molecular hydrogen bonds between PNIPAM and water were notably lower in the [BMIM][I]/water and [BMIM][Cl]/water systems than the pure water systems, suggesting fewer hydrogen bonds were required to break in the ionic liquid/water systems, which may also explain why PNIPAM could precipitated in the ionic liquid/water system at lower temperatures.

The Radial Distribution Functions between PNIPAM and ions revealed that PNIPAM had strong interactions with both cations and anions of the ionic liquids. However, the PNIPAM-cation (BMIM) and PNIPAM-anions (I\(^-\), Cl\(^-\)) interactions had different origins. The PNIPAM-BMIM cation interactions were mainly from the nonpolar groups, the isopropyl side chain of PNIPAM and the butyl group of BMIM cation, while the PNIPAM-anions (I\(^-\), Cl\(^-\)) interactions mostly took place between the charged part of PNIPAM (amide hydrogen, carbonyl carbon) and the anions (I\(^-\), Cl\(^-\)). In addition, we found the interactions between PNIPAM and I\(^-\) were significantly stronger than Cl\(^-\).

Based on a series of energy analysis and RDF calculations, it was found I\(^-\) had weaker
associations with other ‘competitors’ such as BMIM cation and water molecules in the simulation box than Cl⁻. This may lead to I⁻ having relatively stronger interaction with PNIPAM than Cl⁻.
7. SUMMARY

Colloidal systems including nanoparticles and macromolecules dispersed at a liquid interface have attracted lots of attention because they offer a simple, flexible, and highly reproducible template for the assembly of a large variety of nanoscale objects, which can find many potential applications in catalysis, emulsion, sensing, and drug delivery. However, the fundamentals of the diffusion and self-assembly of nanoscale objects at/across liquid-liquid interfaces have not been fully explored. Some big challenges are to understand multiphase interactions, self-assembly processes, and self-assembled structures of small objects, especially when the size of the object is comparable with the molecular dimension of the surrounding liquids. Molecular simulation, particularly molecular dynamics (MD) simulation has been proven to be a very powerful tool to probe the above-mentioned interactions and to elucidate the microscopic mechanism of macroscopic observations.

In this project, systematic MD simulations have been carried out to achieve the project goal. In our study of nanoparticle in oil/water system, the objective was to reveal the effects of nanoparticles’ structural and chemical properties on their diffusive behaviors at/across the water-benzene interface. Single-walled carbon nanotube, buckyball, and hydrocarbon particles were used to investigate the effect of shape, size, and surface composition on the diffusion and self-assembly process of nanoparticles at a liquid-liquid interface. The results demonstrate that a highly symmetrical nanoparticle with uniform surface such as a buckyball may lead to a uniform interaction force filed with the solvent molecules, so that a better-defined solvation shell is formed, and this
solvation shell makes the “effective radius” of the nanoparticle larger than its own radius, which causes a decrease in the diffusion coefficient. In the study of macromolecule in immiscible ionic liquids/water systems, the objective was to study the interfacial behaviors of poly(N-isopropylacrylamide) (PNIPAM) in the biphasic water-ionic liquids (ILs) systems since our understanding of thermal-responsive macromolecule’s interfacial behaviors at the water-ILs interface is far from clear. PNIPAM in water-ionic liquid system was studied to probe the behavior of macromolecules at a liquid-liquid interface. PNIPAM exhibited a clear phase preference for different configurations depending on the nature of examined ionic liquids, which shed a light on alternative mechanisms to explain the thermal-induced phase behavior of PNIPAM. In our study of PNIPAM in miscible ionic liquids-water systems, the objective was to study the effects of ions in ILs on the phase behaviors of PNIPAM. PNIPAM in a pure water phase, a miscible [BMIM][I]/water mixture, and a miscible [BMIM][Cl]/water mixture are studied, respectively to seek further understanding of how cations and anions of the ionic liquids interact with different moieties of PNIPAM at atomic level.

In summary, MD simulations have been performed in three different systems to demonstrate its capability of elucidating the microscopic mechanism of interfacial behavior of nanoparticles and macromolecules in liquid-liquid systems at molecular level. Physical properties including particle size and shape and chemical properties including hydrophobicity and hydrogen bonding ability are investigated in detail to understand the diffusion and self-assembly behavior of small objects in colloidal systems. The future work may involve the force field development dedicated to the water-ionic
liquid system and systematic experimental studies to validate the model and the force field.
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