An alternative explanation of the semiarid urban area “oasis effect”
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This research evaluates the climatic summertime representation of the diurnal cycle of near-surface temperature using the Weather Research and Forecasting System (WRF) over the rapidly urbanizing and water-vulnerable Phoenix metropolitan area. A suite of monthly, high-resolution (2 km grid spacing) simulations are conducted during the month of July with both a contemporary landscape and a hypothetical presettlement scenario. WRF demonstrates excellent agreement in the representation of the daily to monthly diurnal cycle of near-surface temperatures, including the accurate simulation of maximum daytime temperature timing. Thermal sensitivity to anthropogenic land use and land cover change (LULCC), assessed via replacement of the modern-day landscape with natural shrubland, is small on the regional scale. The WRF-simulated characterization of the diurnal cycle, supported by previous observational analyses, illustrates two distinct and opposing impacts on the urbanized diurnal cycle of the Phoenix metro area, with evening and nighttime warming partially offset by daytime cooling. The simulated nighttime urban heat island (UHI) over this semiarid urban complex is explained by well-known mechanisms (slow release of heat from within the urban fabric stored during daytime and increased emission of longwave radiation from the urban canopy toward the surface). During daylight hours, the limited vegetation and dry semidesert region surrounding metro Phoenix warms at greater rates than the urban complex. Although prior work has suggested that daytime temperatures are lower within the urban complex owing to the addition of residential and agricultural irrigation (i.e., “oasis effect”) we show that modification of Phoenix’s surrounding environment to a biome more representative of temperate regions eliminates the daytime urban cooling. Our results indicate that surrounding environmental conditions, including land cover and availability of soil moisture, play a principal role in establishing the nature and evolution of the diurnal cycle of near-surface temperature for the greater Phoenix, Arizona, metropolitan area relative to its rural and undeveloped counterpart.


1. Introduction

Anthropogenic land use and land cover change (LULCC) can have an impact on the overlying climate via alteration of the radiation budget and modification of the surface energy balance. A change in surface albedo can alter the amount of radiative energy absorption while vegetation abundance and water availability (e.g., regions of relatively high soil moisture) assist in the redistribution of incoming energy into latent and sensible heating back into the atmosphere [Pielke, 2001]. Urbanization is an extreme manifestation of anthropogenic LULCC that can further modulate the near-surface climate [Oke, 1987], and by means of a phenomenon known as the urban heat island (UHI) effect has been shown to increase urban relative to rural near-surface temperatures [Bornstein, 1968; Oke, 1973; Landsberg, 1981]. Large-scale urbanization, resulting from changes in associated surface properties, can therefore influence local-to-regional-scale climates by modifying the dynamic and thermodynamic properties of a region.

[3] The UHI effect has been the subject of research for many years [Arnfield, 2003; Brazel et al., 2000; Gedzelman et al., 2003; Hawkins et al., 2004; Oke and Maxwell, 1975; Sailor, 1995; Taha et al., 1991; Taha, 1997; Tarleton and Katz, 1995; Tran et al., 2006; Zhou et al., 2004]. Generally regarded as an evening and nighttime phenomenon [Oke, 1987], the UHI has also been shown to influence
daytime temperatures [e.g., Tran et al., 2006] and, in some cases, to have a daytime signature that exceeds that of its nighttime counterpart [e.g., Cheval and Dumitrescu, 2009].

[4] Urban canyon geometry plays a key role in regulating both the daytime and nighttime UHIs [Oke, 1981]. Because of the reduction of unobstructed visible sky within an urban canopy, longwave radiation loss is reduced after sunset, leading to greater near-surface temperatures relative to rural environs during evening and nighttime hours. The geometric configuration of urban areas can have the opposite effect during daytime, as incoming radiation is reduced because of shading effects [Oke, 1987]. The greater heat capacity of the built environment can further intensify the nighttime UHI as stored energy is slowly released during the night [Grimmond and Oke, 1999].

[5] During daylight hours, the presence of urban parks can decrease local temperatures [Spronken-Smith et al., 2000] by means of repartitioning toward greater latent as opposed to sensible heating, leading to an oasis effect [Oke, 1987]. The oasis effect (i.e., repartitioning toward greater latent heating because of the presence of irrigated lawns, parks, etc.) has been proposed as a likely mechanism for lower urban daytime temperatures over semiarid cities (e.g., Phoenix, Arizona) compared with the surrounding semidesert environment [Brazel et al., 2000; Golden et al., 2006; Stabler et al., 2005], although debate as to the existence and extent of this mechanism continues [Fast et al., 2005]. It is possible that the oasis effect depends on individual city characteristics, including urban morphology, building design, and structured materials used, as well as time of season and particular climatic regimes [Potcher et al., 2006]. That the oasis effect has a local impact is not in question [Spronken-Smith et al., 2000], but whether local cooling by means of this mechanism scales beyond the microscale is an important subject that warrants attention. Research addressing the existence and mechanism of the semiarid urban area daytime cool island phenomenon is essential for land use and city planners, energy producers, and inhabitants of semiarid cities, requiring improved understanding of the principal consequences of continued LULCC and associated urbanization.

[6] Urban complexes located in semiarid regions, such as the greater Phoenix, Arizona, metropolitan area, are particularly vulnerable as UHI-related impacts aggravate the already severe nature of semiarid environments. Water sustainability concerns resulting from rising demands that are due to population increase [Gober and Kirkwood, 2010] and projected impacts from large-scale anthropogenic climate change on large watersheds such as the Colorado River Basin [e.g., Barnett and Pierce, 2008; Rajagopal et al., 2009] requires a fundamental understanding of impacts (e.g., effects on the diurnal cycle of near-surface temperature) resulting from continued urbanization in these already-stressed environments.

[7] The Phoenix metropolitan area, located in the semiarid Sonoran desert of the southwestern United States, has witnessed extensive land surface modification since the middle of the previous century [Knowles-Yanez et al., 1999; Georgescu et al., 2009], with considerable impacts on near-surface temperatures [Brazel et al., 2000]. Analysis of historical temperature records indicates that Phoenix exemplifies among the most extreme instances of urban-induced warming [Hansen et al., 1999]. Of particular concern is the region’s ever-increasing urban heat island (UHI) intensity [Hsu, 1984; Balling and Brazel, 1987; Brazel et al., 2000], resulting from unrelenting development and urbanization. Consequences for UHI enhancement extend beyond the climate realm, raising air quality [Balling et al., 2001; Jacobson, 2010], ecological [Grimm and Redman, 2004], social [Harlan et al., 2008], and sustainability [Gober and Kirkwood, 2010] concerns. Further growth into a megapolitan complex known as the Sun Corridor is projected to bring the region’s population total to near 10 million by 2040 [Gammage et al., 2008]. Monitored and sustainable expansion is therefore required [Grimm et al., 2008], and impact assessment of historical urban development and growth is a key step toward ensuring minimum climate-ecosystem impacts of the region’s relentlessly expanding urban footprint.

[8] The principal aim of the current study is to evaluate the ability of the Weather Research and Forecasting System (WRF), applied over the semiarid Phoenix metropolitan area, to accurately represent the evolution of the diurnal cycle of near-surface temperatures. A key question relates to the principal mechanism(s) responsible for the urban area’s daytime cool island. By focusing on an individual urban hub, this work is likely to shed further light on precise local-to-regional-scale consequences associated with urban expansion. Our objective is to build upon previous work, focusing on improving our understanding of the development of the diurnal cycle of near-surface temperatures [e.g., Zehnder, 2002; Grossman-Clarke et al., 2005; Georgescu et al., 2008, 2009] to better characterize impacts of urbanization and better illustrate the sensitivity of local-to-regional-scale climate to LULCC over this semiarid metropolitan complex. We focus on the summertime climatic evolution of the Phoenix diurnal cycle of near-surface temperatures, which is of significant importance to millions of the region’s inhabitants, as stress levels (indicated by combined effects of extreme temperatures and moisture levels) are at their maximum during this time of year [Golden et al., 2008].

2. Methods

2.1. RCM Model Used: WRF-ARW

[9] We have used version 3.2.1 of the WRF [Skamarock et al., 2008; Skamarock and Klemp, 2008] modeling system to conduct high-resolution (2 km grid spacing within the innermost domain) sensitivity experiments to anthropogenic LULCC over the semiarid Phoenix metropolitan area. The ability of WRF to reproduce the region’s midsummer climate was evaluated against appropriate observations (see section 2.2). A detailed description and inventory of options utilized, including domain extent, forcing data, parameterization options, and irrigation application are presented below.

[10] WRF is a fully compressible, nonhydrostatic model that has been used for a variety of applications, ranging from local to global scales. We initialized and forced WRF, at the lateral boundaries, with data obtained from the North American Regional Reanalysis (NARR) data set [Mesinger et al., 2006]. Simulations for all experiments were initialized on 30 June, 00:00 UT, of the respective year and concluded on 31 July, 12:00 UT, of the respective year. We used three nested grids, centered over the Phoenix Sky Harbor International Airport (Figure 1a).

[11] The four-layer Noah land surface model (LSM) [Chen and Dudhia, 2001] was used as the land surface
component of WRF to update soil temperature and moisture following model initialization. The Noah LSM scheme has been widely used in the regional climate modeling community as an operational scheme at the National Centers for Environmental Prediction (NCEP), in the development of the 25 year NARR data set [Mesinger et al., 2006], and as part of an international program focused on producing future regional climate change assessments (North American Regional Climate Change Assessment Program: http://narccap.ucar.edu/data/rcm-characteristics.html). To better account for urban-related processes, we made use of the single-layer Noah Urban Canopy Model (UCM) [Kusaka and Kimura, 2004], which has been evaluated in both coupled [Lo et al., 2007] and uncoupled modes [Loridan et al., 2010].

[12] The U.S. Geological Survey’s (USGS) 21 class, 30 m 1992 National Land Cover Data set (NLCD92) [Vogelmann et al., 2001] was used to represent modern-day LULC within the Noah LSM. The landscape classification scheme used is presented in Table 1.

[13] Irrigated agriculture was accounted for by setting the volumetric water content of cropland category pixels (class 12 in Table 1; see also Figure 1b), for all soil layers, to soil saturation as a function of the green vegetation fraction (i.e., water is not added to bare soil for which vegetation is lacking). Notwithstanding the semiarid nature of the region, the major crops of Maricopa County (home to the Phoenix metro area) include cotton (growing season ranges from April to October), vegetables (e.g., soybean; growing season ranges from June through late fall), and orchards used for oranges and grapefruits (annual growing season). In each case, significant irrigation is required for crop growth. For example, at full blossom peak (i.e., during midsummer), cotton requires up to 25 mm day$^{-1}$ of irrigation water [Erie et al., 1982]. Irrigation was set at a frequency of once daily for cropland category pixels. A simple drip-style irrigation scheme was implemented for the low-intensity residential class within WRF to account for the region’s common method of mesic landscaping. Every third day, the second (10–40 cm depth) and third (40–100 cm depth) soil layers of the Noah LSM corresponding to this urban class were set to a reference volumetric soil moisture (i.e., threshold below which transpiration begins to stress but above wilting point) level, also as a function of the green vegetation fraction. The green vegetation fraction for each grid cell was based on a monthly, 5 year, 0.144°, climatological data set assumed valid on the 15th of the month [Gutman and Ignatov, 1998] and interpolated to daily values. Albedo was accounted for by means of inclusion of a monthly, 5 year, 0.144°, climatological data set assumed valid on the 15th of the month, also interpolated to daily values [Csiszar and Gutman, 1999].

**Figure 1.** (a) Domain extent and geographical representation of the WRF nested grid configuration with topography (in meters) overlaid. (b) NLCD92 landscape representation of grid 3 used in WRF simulations. Individual station locations used to evaluate WRF are marked: E, Encanto; G, Greenway; S, Sky Harbor International Airport; L, Litchfield; El, Eloy; M, Maricopa. (c) Pre-Settlement landscape representation of grid 3 used in WRF simulations.
Table 1. LULC Categories Used for Noah LSM

<table>
<thead>
<tr>
<th>LULC</th>
<th>Noah</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Evergreen Needleleaf</td>
</tr>
<tr>
<td>2</td>
<td>Evergreen Broadleaf</td>
</tr>
<tr>
<td>3</td>
<td>Deciduous Needleleaf</td>
</tr>
<tr>
<td>4</td>
<td>Deciduous Broadleaf</td>
</tr>
<tr>
<td>5</td>
<td>Mixed Forests</td>
</tr>
<tr>
<td>6</td>
<td>Closed Shrublands</td>
</tr>
<tr>
<td>7</td>
<td>Open Shrublands</td>
</tr>
<tr>
<td>8</td>
<td>Woody Savannas</td>
</tr>
<tr>
<td>9</td>
<td>Savannas</td>
</tr>
<tr>
<td>10</td>
<td>Grasslands</td>
</tr>
<tr>
<td>11</td>
<td>Permanent Wetland</td>
</tr>
<tr>
<td>12</td>
<td>Croplands</td>
</tr>
<tr>
<td>13</td>
<td>Cropland or Natural Vegetation Mosaic</td>
</tr>
<tr>
<td>14</td>
<td>Snow and Ice</td>
</tr>
<tr>
<td>15</td>
<td>Barren or Sparserly Vegetated</td>
</tr>
<tr>
<td>16</td>
<td>Ocean</td>
</tr>
<tr>
<td>17</td>
<td>Wooded Tundra</td>
</tr>
<tr>
<td>18</td>
<td>Mixed Tundra</td>
</tr>
<tr>
<td>19</td>
<td>Bare Ground Tundra</td>
</tr>
<tr>
<td>20</td>
<td>Urban Low-Intensity Residential</td>
</tr>
<tr>
<td>21</td>
<td>Urban High-Intensity Residential</td>
</tr>
<tr>
<td>22</td>
<td>Urban Commercial or Industrial</td>
</tr>
</tbody>
</table>

2.2. Experiments Performed

[14] We used a nested grid configuration with all three grids centered over the Phoenix Sky Harbor International Airport (Figure 1a). The finest grid (grid 3) utilized a spacing of 2 km in the horizontal direction, with increasing mesh size for the intermediate (grid 2; 8 km) and coarsest grid (grid 1; 32 km) (Figure 1b). It is important to note that our intent is not to capture effects of individual urban elements within the built environment, but to resolve the land-atmosphere interactions and associated dynamics relevant to the local-to-regional scale LULCC for the metropolitan region. We made use of a modified version of the Kain–Fritsch convective parameterization scheme to represent convective processes on the coarsest grid only [Kain, 2004] and represented convective motions explicitly on grids 2 and 3.

[15] Guided by previous research, we restricted our WRF sensitivity (to LULCC) experiments to separate dry monsoon seasons, as the impact of the land surface may more readily be distinguished during such regimes [e.g., Anyah et al., 2008; Georgescu et al., 2008, 2009]. In fashioning our experimental design this way, we simulated three different Julys, corresponding to three different years (thus accounting for interannual variability) using two different land cover representations (Table 2). Monsoon season selection was based on NARR data availability (1979 to present day) and analysis of the Daily Unified Precipitation data set [Higgins et al., 2000]. July months corresponding to 1979, 1989, and 1994 were chosen (Table 2). The precise methods and selection criteria used are discussed in detail by Georgescu [2008].

[16] Modern-day urban areas were represented via use of the 1992 USGS-derived 30 m NLCD92 data set [Vogelmann et al., 2001] (see section 2.1 for details). Produced as part of Federal Region 9 (which includes the states of Arizona, California, and Nevada), the Arizona portion of the NLCD92 data set was based on satellite imagery obtained between the late 1980s and early 1990s. The region’s LULC representation was therefore based on this same time, and we selected the month-year of model evaluation (July 1990) to be consistent with the timing of underlying land surface representation.

[17] A hypothetical land surface was developed by replacing all anthropogenic pixels (this consisted of three different categories of urban land use and irrigated agriculture; see also Table 1) with native vegetation (i.e., shrubland; hereafter presettlement) (Figure 1c). Monthly mean differences between the three (July) simulations with the NLCD92 and presettlement landscape scenarios (referred to as ensemble differences for the purpose of this study) enabled direct comparison of midsummer climate sensitivity to anthropogenic landscape change.

2.3. Observational Data

[18] The source of near-surface temperature data against which WRF was evaluated is described below.

[19] We make use of five regional stations available from the Arizona Meteorological Network (AZMET: http://ag.arizona.edu/azmet) and a sixth station, Phoenix Sky Harbor International Airport (the only first-order National Weather Service station in the region), courtesy of the National Climatic Data Center. Of the six stations, three are urban stations (Phoenix Encanto, Phoenix Greenway, and Sky Harbor International Airport) while the remaining three are located outside the metropolitan area (Eloy, Litchfield, and Maricopa). The locations of each station relative to one another and the boundary walls of the innermost grid are shown in Figure 1b. It is important to note that although our experiments are high resolution in nature (2 km on the innermost grid), one cannot expect exceptional agreement between a model-resolved 4 km² grid cell and a station location covering an area of 1 m². For this reason, observations are averaged over all (six) stations and compared with the corresponding average of model-simulated, nearest grid point station locations, from 1 July 1990 (12:00 UT) through 31 July 1990 (12:00 UT). We discard the initial 36 simulation hours and utilize this time period as model spin-up. Observational data availability with a temporal frequency of 3 h and equivalent model output generation allows for assessment of the diurnal cycle.

3. Results

3.1. Evaluation of WRF

[20] We begin evaluation of WRF’s performance via comparison against near-surface temperature observations (see section 2.3 above). WRF performs reasonably during the course of the month, tracking the day-to-day variability of near-surface temperatures with notable fidelity (Figure 2). The generally well-simulated daytime warming is balanced

Table 2. Summary of Experiments Performed

<table>
<thead>
<tr>
<th>Landscape Representation</th>
<th>WRFb</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLCD92</td>
<td>1990</td>
</tr>
<tr>
<td>NLCD92</td>
<td>1979, 1989, 1994</td>
</tr>
<tr>
<td>Presettlement</td>
<td>1979, 1989, 1994</td>
</tr>
</tbody>
</table>

aFor each experiment, the analysis time consists of the period lasting from 1 July, 12:00 UT, through 31 July, 12:00 UT.

bYears from which initial and lateral boundary conditions were used to force WRF in June/July.

dDenotes experiment used as control simulation and evaluated against observations.
by equally well-simulated nighttime cooling, resulting in a diurnal range that is of similar magnitude to observations. This difference is apparent when quantifying impacts on urban stations only (Table 3) (we assess impacts on urban stations only as it is these stations that are most influenced by utility of the UCM scheme). Although WRF does display a small warm bias over urban locales, the representation of the monthly averaged diurnal range of near-surface temperatures is well captured.

[21] The simulation of amplitudes and phases of the diurnal and monthly cycles of near-surface temperatures provides an ideal test bed for model parameterizations and representation of the interacting surface, boundary layer, and free atmosphere. To more fully examine WRF performance, the near-surface temperature profiles presented in Figure 2 are filtered to separate diurnal variations and longer period fluctuations. We apply a band-pass nonrecursive filter using a Kaiser window to avoid the Gibbs phenomenon [Hamming, 1983], spanning periods ranging between 18 and 30 h. The diurnal variability simulated by WRF closely follows the observed variability (Figure 3a). WRF is able to properly resolve both the timing of the diurnal cycle (Figure 3b) and the temperature fluctuations after applying a low-pass filter that removes all periods less than 30 h (Figure 3c).

[22] Figure 3b presents the composite, monthly averaged diurnal cycle for diurnal variations of temperature derived for both WRF and observations. These average cycles are calculated by selecting an hour during a day and averaging the temperature perturbation values found at that hour between different days of the month. The composite cycle illustrates the correct WRF-simulated evolution of the diurnal cycle, in a mean sense, including the timing of peak daytime temperatures. The standard deviation (Figure 3d) associated with the WRF-simulated cycle, with respect to observations, highlights the relative range of near-surface temperature uncertainty, depicting an envelope of model variability, relative to observations, within 1°C (Figure 3d).

[23] The relative performance of WRF on both diurnal and monthly time scales reflects the proper representation among interacting elements of the land-atmosphere system essential for achieving the correct amplitude and phase of these forced modes. In particular, an accurate representation of the evolving nature of the diurnal cycle serves as a key examination of many aspects of the model’s physical parameterizations. Although it is beyond the scope of this paper, sensitivity of the simulated diurnal cycle over this semiarid region to the choice of physical parameterizations is an essential question that is the scope of future research.

3.2. Sensitivity to LULCC

[24] Guided by the well-represented diurnal cycle presented in the previous section, we next assess the impact of near-surface temperature sensitivity to LULCC. Near-surface temperature sensitivity to anthropogenic LULCC closely follows the pattern of landscape modification, with areas undergoing urbanization experiencing diurnally averaged warming that is partly offset by conversion to irrigated agriculture (Figure 4a). Warming and cooling impacts of LULCC largely offset each other in a regional sense. To account for the influence of LULCC on the monthly averaged diurnal cycle, we next present distinct land use conversion themes (e.g., examination of grid cells undergoing conversion from shrub (presettlement scenario) to urban (NLCD92) land) to evaluate how each cover’s alteration has contributed to changes in the evolution of the diurnal cycle (Figure 4b). The simulated conversion of native shrubland to irrigated agriculture imparts a peak (daytime) cooling of −0.15°C. This impact (on the near-surface temperature) appears to be of secondary importance to that of urban development. The conversion of native shrubland to urban land drives two distinct and opposing impacts during the course of the diurnal cycle: cooling during the daytime hours and warming during the evening and nighttime hours (i.e., the well-known UHI effect). Mean evening and nighttime warming (peaking at 2.6°C) is partially offset by mean daytime cooling (peaking at −1.3°C) and results in an overall warming approaching 1°C for grid cells undergoing conversion to urban land.

[25] The accurate representation of the diurnal cycle and its agreement with observations (Figures 2 and 3 and section 3.1) provides confidence that the simulated daytime cooling (which emerges on the climatic timescale (Figure 4b)) resulting from urbanization is a robust feature, rather than a model artifact.

[26] Averaged daily variations of near-surface temperature differences (NLCD92-presettlement) for grid cells undergoing landscape conversion from shrubland to urban land are presented for midafternoon and late-afternoon time

---

**Table 3.** Mean Observed and WRF-Simulated Maximum, Minimum, and Difference Between Maximum and Minimum 2 m Air Temperature Across the Trio of Urban Stations

<table>
<thead>
<tr>
<th></th>
<th>Observations</th>
<th>WRF</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{mean}}$</td>
<td>32.9</td>
<td>33.7 ($+0.8$)</td>
</tr>
<tr>
<td>$T_{\text{Hi}}$</td>
<td>38.3</td>
<td>39.6 ($+1.3$)</td>
</tr>
<tr>
<td>$T_{\text{Lo}}$</td>
<td>27.6</td>
<td>28.3 ($+0.7$)</td>
</tr>
<tr>
<td>$T_{\text{Hi}} - T_{\text{Lo}}$</td>
<td>10.7</td>
<td>11.3 ($+0.6$)</td>
</tr>
</tbody>
</table>

*The number in parentheses denotes departure relative to observations. Analysis is for the period 1 July 1990 (12:00 UT) through 31 July 1990 (12:00 UT).*
periods to illustrate the aforementioned daytime cooling and transition to urban warming that occurs during late afternoon and early evening (Figure 5a). Differences between NLCD92 and presettlement are greater for midafternoon hours (21:00 UT), with presettlement temperatures consistently warmer, by about 1°C, during the course of July. By late afternoon (00:00 UT), these differences are reduced by half, fluctuating between 0°C and 1°C during the course of the month (warmer for presettlement relative to NLCD92). Further support for this conclusion is available from previous observational analyses by Brazel et al. [2000], who document historical, negative, (May) urban minus rural near-surface maximum (i.e., daytime) temperature differences between a number of urban and residential stations and a small, rural town located ~25 km southeast of the metropolitan area that has remained mostly undeveloped [Brazel et al., 2000, Figure 4c]. Although there are methodological differences in the (modeling) approach used in this paper and the approach used by Brazel et al. [2000] (entirely observational), their results explicitly illustrate the daytime urban area cooling relative to outlying desert locations (i.e., undeveloped land) that was simulated in our experiments. Figure 5b presents an analysis similar to that of Figure 5a, but for nighttime hours. Near-surface temperature differences between NLCD92 and presettlement are generally between 1.5°C and 3°C, highlighting the greater simulated warming impact of the nighttime UHI relative to daytime cooling. As before, additional observational support for this conclusion is available from prior analyses of observational data documenting positive nighttime temperature differences.

Figure 3. (a) Two meter air temperature perturbation, after applying a band-pass filter spanning the range between 18 and 30 h, for observations (black contour) and WRF (red contour). (b) Composite monthly averaged diurnal cycle of band-pass filtered 2 m air temperature for observations (black contour) and WRF (red contour). (c) As in Figure 3a, but after applying low-pass filter that removes all periods less than 30 h. (d) Simulated 2 m air temperature ±1 standard deviation of the composite monthly averaged diurnal cycle (red contours) relative to observations (black contour).
between urban and surrounding desert landscapes [Brazel et al., 2000, Figure 4d].

3.3. Impact of LULCC on Energy Balance

We begin the discussion of the causes underlying impacts on the diurnal cycle of near-surface temperatures by examination of the energy balance components. Figure 6a presents monthly averaged sensible heat flux differences between the NLCD92 ensemble members and presettlement ensemble members. The pattern of landscape modification is evident, with the largest differences in sensible heating occurring over areas where land was modified from shrubland to irrigated agriculture and urban land (also compare with Figures 1b and 1c to note areas of anthropogenic LULCC). LULCC resulted in an overall decrease in sensible heating. For areas undergoing a conversion from semidesert to irrigated agriculture, the decrease in sensible heating was compensated by an increase in latent heating of similar magnitude (Figure 6b). The presence of soil water and irrigation, required to sustain agricultural productivity in this harsh environment, resulted in a repartitioning of energy toward enhanced latent heating. Differences in latent heat flux, however, were negligible over areas undergoing urbanization.

Figure 4. (a) WRF-simulated ensemble-averaged 2 m air temperature difference (°C) (monthly mean of NLCD92 members minus monthly mean of presettlement members). (b) WRF-simulated time series of diurnally averaged 2 m air temperature difference (°C) for grid cells undergoing conversion from shrub (presettlement scenarios) to urban (NLCD92 scenarios) (dashed red line), shrub (presettlement scenarios) to irrigated agriculture (NLCD92 scenarios) (dashed blue line), and all pixels (presettlement scenarios) to all pixels (NLCD92 scenarios) (solid black line).

Figure 5. (a) WRF-simulated 2 m temperature difference for grid cells undergoing conversion from shrub (presettlement scenarios) to urban (NLCD92 scenarios) land during daytime, at 21:00 UT and 00:00 UT. (b) As in Figure 5a, but for nighttime at 09:00 UT (blue line) and 12:00 UT (red line).
and normalizing against net all-wave radiation did not alter this conclusion (not shown). Turning off irrigation within the low-intensity residential area did not indicate any discernible influence on near-surface temperatures or on the components of the energy balance (not shown).

[28] In addition to repartitioning surface-absorbed energy between latent and sensible heating, the relatively high heat capacity of the urban fabric is responsible for storing a significant fraction of available energy [Grimmond and Oke, 1999]. Differences in monthly averaged ground heat flux between the NLCD92 and presettlement simulations are shown in Figure 6c. Negative differences indicate greater heat storage for NLCD92 relative to the presettlement simulations (ground heat flux is positive when directed away from the surface and negative when directed into the surface; greater negative values of ground heat flux are simulated for NLCD92 simulations relative to the presettlement experiments, resulting in the negative differences presented in Figure 6c). As the Sun rises each morning, rather than heating surface and near-surface air as would happen over the undeveloped and sparsely vegetated surrounding semidesert, more of the incoming energy is lost through ground heat flux resulting from the physical mass of the built environment.

[29] The increase in urban heat storage (relative to the undeveloped semidesert), which occurs largely during daylight hours, results in increased sensible heat fluxes during the nighttime hours for NLCD92 relative to presettlement (Figure 7a). The slow release of stored energy is a principal factor for the urban-induced nighttime warming noted in the preceding section (see Figure 4b). The warmer nighttime urban canopy is also responsible for the increasing emission of longwave energy toward the surface (resulting from a reduction in the sky view factor, leading to a decrease in net longwave radiation loss to the atmosphere), although this effect appears to be largest over the industrial-commercial landscape and diminishes rapidly over lower-intensity residential areas (Figure 7b).

3.4. Daytime Cool Island

[30] The previous section discussed impacts of LULCC and associated urbanization on the surface energy balance but did not address possible reasons for the simulated daytime cooling effect besides heat storage within the urban infrastructure. That the built environment results in enhanced heat storage is not a distinguishing feature of semiarid cities relative to their temperate brethren [Grimmond and Oke, 1999]. Therefore, we next address the basis for the simulated daytime cooling resulting from urbanization.

[31] Figure 8 shows monthly averaged, WRF-simulated 2 m air temperatures across latitude band 33.5°N for the paired (i.e., NLCD92 and presettlement) simulations, for each of the trio of simulated Julys, at 11:00 local standard time (LST) (that time of day when the simulated cooling was greatest; see also Figure 4b). The particular latitude band

Figure 6. (a) Monthly averaged WRF-simulated sensible heat flux difference (mean of NLCD92 members minus mean of presettlement members). (b) As in Figure 6a, but for latent heat flux. (c) As in Figure 6a, but for ground heat flux. Units are W m⁻².
chosen crossed through the surrounding semidesert and traversed through the urban core. Diagnosing contrasting semidesert and urban impacts was deemed necessary, and deciding on latitude bands slightly north or south of 33.5°N did not modify the interpretation of our results.

[32] It is evident, from an assessment of Figure 8, that near-surface temperatures between the paired simulations are similar west of the anthropogenically modified landscape (along the selected transect, irrigated agriculture begins just east of about 112.5°W while the developed urban area starts at about 112.3°W; see also Figure 1b). The sharp decrease in near-surface temperatures for the paired simulations just east

Figure 7. (a) As in Figure 6a, except for nighttime hours. (b) Nighttime simulated downward longwave flux difference at surface (mean of NLCD92 members minus mean of presettlement members). Nighttime hours: 20:00 LST–05:00 LST.

Figure 8. Monthly averaged WRF-simulated cross section of 2 m air temperature at 33.5°N at 11:00 LST for NLCD92 scenarios (solid blue line) and presettlement scenarios (solid red line) for (a) 1979, (b) 1989, and (c) 1994. The y-axis on right-hand side represents varying terrain heights (solid black line) across a given latitude band.
of 112.6°W is related to changes in topography; this is also the case east of about 111.7°W. Differences in near-surface temperatures among the paired simulations (for all three simulated Julys) begin as one proceeds toward the irrigated agriculture region, with warming for the sparsely vegetated desert (i.e., presettlement scenario) relative to irrigated agriculture (i.e., the NLCD92 scenario) of a couple of tenths of a degree Celsius. Continued progression eastward (e.g., to about 112.2°W, where one is firmly entrenched within the urban area) results in a further and relatively larger decrease in temperature (compared with the progression from semidesert land to irrigated agriculture land). While surface-absorbed energy was efficiently used to heat the near-surface air over the vegetation-sparse and water-limited semidesert simulated in the presettlement scenarios, there is significantly less energy used to heat air over the urban region, in large part because of the enhanced heat storage of the built environment (see section 3.3). The region where urbanization occurred also coincided with the lowest cross-sectional elevation, resulting in the largest near-surface temperature contrasts between the presettlement and NLCD92 simulations. These differences are consistent among the differently simulated Julys, and the molar-shaped temperature pattern for each of the modern-day landscapes (i.e., NLCD92 for each of the trio of Julys) is lower relative to the surrounding semidesert (e.g., west of 112.4°W and east of about 111.9°W, notwithstanding temperature variability that is due to topography).

We posit that the decrease in daytime temperature over the urban area (relative to outlying areas) noted upon urbanization (i.e., the simulated cooling) occurs because of greater heating rates in the surrounding semidesert and is related to the biome in which the city resides and not to any unique features of metro Phoenix. To test this hypothesis, we conducted three additional simulations using the modern-day representation of greater Phoenix with the following changes. We altered the surrounding semidesert biome to a temperate broadleaf forest biome that is more distinctive of major urban areas in, for example, the northeastern United States. To do this, the shrubland category surrounding metro Phoenix was replaced with an evergreen broadleaf landscape. The sparse vegetation (generally at 20% vegetation fraction or less) of the semidesert is not fitting for a temperate broadleaf forest biome and consequently required modification. The vegetation fraction was set to a constant value of 90% for the broadleaf forest and irrigated agriculture categories (this agrees well with July forest coverage west of, for example, Boston, Massachusetts, and with July vegetation coverage of agricultural areas in the Midwest United States) [Gutman and Ignatov, 1998]. Last, the initial soil moisture value was increased by 75% for all soil layers to more accurately represent the nondesiccated soils of a temperate broadleaf landscape. All other settings remained identical to the trio of NLCD92 simulations, including irrigation frequency within the urban area and over irrigated agriculture locations.

Figure 9, presented in a fashion similar to that of Figure 8, shows results of the new NLCD92 experiments with metro Phoenix located within a temperate broadleaf forest biome (hereafter referred to as NLCD92_{FOREST}) alongside the previously documented NLCD92 simulations, with metro Phoenix located within its natural semidesert environment. The general trend of lower near-surface air temperatures is apparent for NLCD92_{FOREST} compared with NLCD92. This result is not surprising given the repartitioning toward greater latent relative to sensible heating.
Notably, the urban area is no longer cooler than its surrounding environment. Rather, for each of the trio of simulated Julys, metro Phoenix is as warm or warmer than its neighboring surroundings, as the rapid daytime heating over the parched semidesert adjoining Phoenix has been replaced with a landscape that warms gradually, in a manner more appropriate for temperate regions.

4. Discussion and Concluding Remarks

[35] We have performed an evaluation of and sensitivity to anthropogenic LULCC using the WRF regional climate model, applied over the semiarid and water-vulnerable Phoenix metropolitan area, with emphasis on the depiction of the evolving diurnal cycle of near-surface temperatures and representation of the urban area’s daytime cool island.

[36] Our results demonstrate an excellent depiction of the daily and monthly evolution of the midsummer diurnal cycle with WRF. Low-level thermal day-to-day variability, monthly averaged composite diurnal cycles, and standard deviations (relative to observations) illustrate the correct representation of the semiarid region’s harsh summer climate. The proper simulation of peak daytime temperature timing is of particular importance to hot and arid urban areas such as Phoenix that require accurate and timely profiles of peak energy demand associated with basic human adaptation and function.

[37] Although near-surface temperature sensitivity to anthropogenic LULCC is small on the regional scale, our experiments, supported by previous observational analyses, show two distinct and opposing impacts on the urbanized diurnal cycle during the extent of the full day, with evening and nighttime warming (relative to the undeveloped semidesert landscape) partially offset by daytime cooling. To our knowledge, these are the first simulations to explicitly depict the daytime cooling effect of the urbanizing metro Phoenix landscape.

[38] Analysis of the surface energy budget components indicates a shift toward greater latent heating for regions undergoing a change to irrigated agriculture and enhanced heat storage for regions undergoing urbanization. The slow release of stored daytime heat and enhanced emission of longwave radiation toward the surface (from within the urban canopy) for urbanizing areas during the evening and nighttime hours is largely responsible for the nighttime warming influence. This result is in agreement with previous modeling [e.g., Grossman-Clarke et al., 2005] and observationally based research [e.g., Brazel et al., 2000]. Contrary to prior speculation, however, our results do not indicate a significant impact on near-surface temperatures (and surface energy budget components) because of irrigation within urban areas, suggesting that the oasis effect is not the principal mechanism explaining the urban area’s daytime cooling.

[39] To determine the cause of the observed and simulated cooling, the semidesert biome within which greater Phoenix resides was replaced with a temperate broadleaf forest biome. Modification of metro Phoenix’s surrounding environment eliminated the urban cooling entirely, suggesting that adjacent conditions (e.g., soil moisture, land cover) play a principal role in establishing the nature and evolution of the diurnal cycle of near-surface temperatures for the metro area. This result is in agreement with recent observationally based evidence showing the dependence of the UHI of diverse cities across the United States on differing ecological settings and environmental factors [Imhoff et al., 2010]. The precise impact of urbanization on the diurnal cycle of near-surface temperatures largely depends on the surrounding environment in which urbanization occurs, including landscape and soil moisture conditions, rather than any distinguishing features of the city itself.

[40] Future work quantifying the impact of urbanization on the diurnal cycle of near-surface temperatures should focus on other rapidly expanding, and water-vulnerable, semiarid metropolitan regions (e.g., Las Vegas, Nevada, or Riyadh, Saudi Arabia). It is plausible that urbanization impacts on the diurnal cycle illustrate similar daytime cooling and nighttime warming (of greater relative magnitude) as documented over metro Phoenix, potentially distinguishing general urbanization effects over semiarid metropolitan regions from their counterparts in temperate zones.

[41] Given further anticipated urban expansion and LULCC over many regions, attention should also be given to sustainably built urban forms [Lo et al., 2010; Seto et al., 2010] that mitigate the severity of urban-induced warming. This is important for many currently developing metropolitan regions, but is especially critical for water-vulnerable metro areas such as Phoenix. These urban hubs are currently facing significant water sustainability concerns that are due to the rising demands associated with rapid population increase [Gober and Kirkwood, 2010], with stringent urban adaptation measures potentially resulting in future allocation reductions.
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