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ABSTRACT 

 A direct Magnetic Resonance (MR)-based neural activity mapping technique with 

high spatial and temporal resolution may accelerate studies of brain functional 

organization. 

  The most widely used technique for brain functional imaging is functional 

Magnetic Resonance Image (fMRI). The spatial resolution of fMRI is high. However, 

fMRI signals are highly influenced by the vasculature in each voxel and can be affected 

by capillary orientation and vessel size. Functional MRI analysis may, therefore, produce 

misleading results when voxels are nearby large vessels. Another problem in fMRI is that 

hemodynamic responses are slower than the neuronal activity. Therefore, temporal 

resolution is limited in fMRI. Furthermore, the correlation between neural activity and 

the hemodynamic response is not fully understood. fMRI can only be considered an 

indirect method of functional brain imaging.  

  Another MR-based method of functional brain mapping is neuronal current 

magnetic resonance imaging (ncMRI), which has been studied over several years. 

However, the amplitude of these neuronal current signals is an order of magnitude 

smaller than the physiological noise. Works on ncMRI include simulation, phantom 

experiments, and studies in tissue including isolated ganglia, optic nerves, and human 

brains. However, ncMRI development has been hampered due to the extremely small 

signal amplitude, as well as the presence of confounding signals from hemodynamic 

changes and other physiological noise. 
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  Magnetic Resonance Electrical Impedance Tomography (MREIT) methods could 

have the potential for the detection of neuronal activity. In this technique, small external 

currents are applied to a body during MR scans. This current flow produces a magnetic 

field as well as an electric field. The altered magnetic flux density along the main 

magnetic field direction caused by this current flow can be obtained from phase images. 

When there is neural activity, the conductivity of the neural cell membrane changes and 

the current paths around the neurons change consequently. Neural spiking activity during 

external current injection, therefore, causes differential phase accumulation in MR data. 

Statistical analysis methods can be used to identify neuronal-current-induced magnetic 

field changes. 
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1 INTRODUCTION 

 

1.1 Models and Methods for Electrophysiology  

The Aplysia abdominal ganglion (AAG) and salamander retina were used as 

sources of neuronal activity in our study. The large size of the AAG allows observation 

of neuronal architecture with MRI. Cells in the AAG have different spontaneous firing 

patterns, have been well characterized and can be detected by microelectrode array 

(MEA) recordings. The salamander retina generates action potentials in the ganglion cell 

axons. Different ganglion cells respond differently to light stimulation, which makes it a 

favorite object for neuro electrophysiological study. 

1.1.1 Hodgkin Huxley Model of Neural Activity 

To understand the action potential, the excitable cell membrane can be described 

by the Hodgkin-Huxley model (Alan L Hodgkin & Andrew F Huxley, 1952) as shown in 

Figure 1.1. 

 

Figure 1.1 Electric circuit representation of a cell membrane. This figure is adapted from 

http://www.bem.fi/book/ 
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The capacitor represents the cell membrane capacitance. The ion permeability of 

the membrane with respect to sodium, potassium, and other ions are denoted with the 

variable resistors. The voltage sources represent the Nernst voltages of the sodium, 

potassium, and chloride channels, respectively. Active transporters and ion channels 

work against each other to generate concentration gradients: Active transporters move 

selected ions against concentration gradients, meanwhile, ion channels allow specific ions 

to cross the membrane in the direction of concentration gradients. The Nernst potential is 

described as: 

6 ɮ ɮ ÌÎ ,                                                                                    (1.1) 

where Vm
eq is the potential difference at equilibrium across the membrane, defined as the 

difference between intracellular (i) and extracellular (e) potentials. Zp is the valence of 

the ion p, T is the absolute temperature, and F and R are Faradayôs constant and the gas 

constant respectively. Cp denotes the concentration of the species p.  

The variable resistors in Figure 1.1 indicate membrane ion channel conductance 

per unit area for sodium, potassium and chloride ions. Hodgkin and Huxley hypothesized 

that potassium channels were controlled by four n-particles. The probability of an n-

particle being in the open position is described by the dimensionless parameter n. The 

potassium channel would be open only if four n-particles had high probabilities. Sodium 

channel operation was described using three m-particles and one h-particle. Similarly, m 

and h indicate the probability of m and h particles being in the open position. The 

membrane conductance of ion specific channels may be expressed as: 

' ' Î,                                                                                             (1.2) 
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 ' '  ÍÈ,                                                                                     (1.3) 

where GK
max and GNa

max are the maximum value of potassium and sodium conductance 

[mS/cm²].  

Values of n, m and h are found by solving differential equations of the form: 

ɻ ρ Ë ɼ Ë.                                          (1.4) 

Where k represents n, m, and h, respectively. Ŭk and ɓk are the transfer rate 

coefficients of the gating variables n, m, and h [1/s]. They describe the dependence of 

particles moving from closed to open state (Ŭk) or the opposite (ɓk). The parameters Ŭk 

and ɓk are voltage dependent and are expressed as: 

ɻ 
Ȣ Ȣ

Ȣ
, ɼ 

Ȣ

Ȣ
, 

ɻ 
Ȣ Ȣ

Ȣ Ȣ
, ɼ Ⱦ

, 

ɻ 
Ȣ

Ȣ
, ɼ Ȣ

,                                                                                 (1.5) 

where V' =Vm īVr, Vr is the resting membrane voltage. Vm is the transmembrane voltage. 

The transmembrane current Im is: 

) # 6 6 ' 6 6 ' 6 6 '.                          (1.6) 

 From the Hodgkin-Huxley equations, we see that the cell membrane conductivity 

changes along with the transmembrane voltages. This correlation indicates that it may be 

feasible to detect neural activity by observing conductivity contrasts instead of membrane 

voltages or extracellular potential changes. 
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1.1.2 AAG 

The AAG was thoroughly studied by Frazier et al. (Frazier, Kandel, Kupfermann, 

Waziri, & Coggeshall, 1967). Most of the nerve cells of AAG in large animals are about 

50-100 µm in size. The cells within the ganglion are diverse. A schematic diagram of the 

AAG from Frazier is shown in figures 1.2-1.3. 

 
Figure 1.2 Sketch of an AAG. The dorsal surface is shown on the left and the ventral 

surface on the right. This figure is adapted from Frazier et al. (Frazier et al., 1967). 
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Figure 1.3 Schematic diagram of cell clusters. This figure is adapted from Frazier et al. 

(Frazier et al., 1967). 

 

The ganglion can be divided into four quarters: the right rostral quarter-ganglion 

(RRQG), the right caudal quarter-ganglion (RCQG), the left rostral quarter-ganglion 

(LRQG) and the left caudal quarter-ganglion (LCQG). The AAG electrophysiology is 

described in the following paragraphs. 

The identified cells in RRQG are the rostral white cells (R3-R13), R1 and R2. The 

rostral white cells have similar electrophysiological properties with a firing rate of about 

0.5-1 spikes/s. The R1 produces fast spikes. The R2 is the largest cell in the ganglion and 

is often silent. 

The identified cells of the RCQG are the caudal white cells (R14, R15), R16, 

cluster RB, and parts of clusters RC and RD. R14 does not usually generate spontaneous 

activity. R15 fires in bursts. R16 is a small cell and shares common excitatory 
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postsynaptic potential (EPSP) with nearby cells. The RB and RC clusters fire irregularly; 

LD bursts when stimulated. 

The identified cells of the LRQG are L1-L6. L1 is silent and topographically 

symmetrical with R1. L2, L3, L4, and L6 can generate a burst of spikes and can be silent 

or fire continuously. 

The identified cells of the LCQG are L7-L14 and clusters LB, LC, and LD. L7, 

L8, and L9 spontaneously fire at 1-3 spikes/s. L11 usually fires at a rate of 2-4 spikes/sec 

and sometimes fires high-frequency bursts. Cell L10 can be either silent or firing 

regularly.  Cells L12 and L13 fire with the frequency of 4-6 spikes/s. L14 is silent. The 

properties of LB and LC clusters have properties similar to L8 and L9. The LD group 

shares properties with L11. 
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Figure 1.4 Sketch of cells distinguished by firing pattern.  Silent cells are shown stippled 

in A; the cells that fire regularly are stippled in B; burst firing cells are blackened in B 

and irregularly firing cells are stippled in C. This figure is adapted from Frazier et al. 

(Frazier et al., 1967). 

 

The electrophysiological properties of the AAG are divided into three categories: 

silent, regular & burst, and irregular. These are schematically described by Frazier et al. 

(Frazier et al., 1967) in figure 1.4. 
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In summary, 30 cells and eight cell clusters in the AAG were defined by Frazier et 

al. (Frazier et al., 1967). Twenty four out of thirty are spontaneously active. The rhythm 

of rostral white cells (L3, L13) is highly regular. L2, L3, L4, L6, and R15 have bursting 

rhythms. 

1.1.3 Salamander Retina 

The vertebrate retina has multilayer neural networks. It is composed of five types 

of neurons: photoreceptors, horizontal cells, bipolar cells, amacrine cells, and ganglion 

cells. A schematic diagram made by Meister is shown in Figure 1.5 (Meister, Pine, & 

Baylor, 1994): 

 

Figure 1.5 Schematic diagram of the vertebrate retina  showing photoreceptors (P), 

horizontal cells (H), bipolar cells (B), amacrine cells (A), and ganglion cells (G). This 

figure is adapted from Meister et al. (Meister et al., 1994). 

 

The retina can function in vitro for several hours, and its neural activities can be 

easily modulated by light. These make it a good subject for neural electrophysiology 
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study. The ganglion cells produce different responses to different light wavelength, light 

intensity, flicker frequency, field size and shape (Meister et al., 1994). 

 The salamander retina is also well suited for extracellular multi-electrode array 

recording due to its large ganglion size and monolayer cell (Segev, Puchalla, & Berry, 

2006). 

1.2 Neural Stimulation   

Electrical stimulation has been widely applied for neurological disorder treatment 

and neuromodulation. Applications include but are not limited to use in extremity 

prostheses, cochlear and brain-stem auditory prostheses, retinal and cortical visual 

prostheses, as well as treating epilepsy, essential tremor, Parkinsonôs disease, dystonia, 

and depression (Cogan, 2008). 

Neural stimulation methods are considered either invasive or non-invasive. 

Stimulation methods such as Intracortical Microstimulation (ICMS) and deep brain 

stimulation (DBS) are considered invasive; and Transcranial Direct Current Stimulation 

(tDCS), Transcranial Alternating Current Stimulation (tACS), and Transcranial magnetic 

stimulation (TMS) are considered non-invasive.  

1.2.1 Invasive Stimulation Methods 

Invasive stimulation methods require electrode implantation. There are two 

important concepts in ICMS: Strength-duration relationship and strength-distance 

relationship. 

The strength-duration relationship was first introduced by Lapicque (Lapicque, 

1901). It describes the relationship between pulse width and current intensity required to 
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activate neuronal tissue. A spherical cell model is assumed to describe this theory. The 

spherical cell is a poor model for most cells, but it has a geometrical uniformity that 

avoids the additional complexity of spatial variation. The model is shown in figure 1.6 

(a). The transmembrane potential is uniformly distributed on the cell membrane and the 

equivalent electrical circuit can be simplified as shown in figure 1.6 (b). Here, R and C 

are the resistance and capacitance of the cell. If a stimulus current I0 continues over a 

time t, the corresponding evoked transmembrane potential is: 

Ö )2ρ Å Ⱦ               (1.7) 

where Ű = RC is the time constant. Rewriting (1) for a stimulus (S) just strong enough and 

long enough to reach a threshold voltage level VT with stimulus duration (T), we have: 

6 3ρ Å Ⱦ              (1.8) 

Rearranging equation 1.8 and divide R on both sides, we get: 

) )Ⱦρ Å Ⱦ              (1.9) 

 

 

Figure 1.6 Simplified equivalent electrical circuit of a spherical cell. (a) spherical cell 

model and its (b) equivalent electrical circuit. This figure is adapted from Plonsey and 

Roger C (Plonsey & Barr, 2007). 
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The quantity IR is termed the rheobase, while Ith is the minimum current required 

to reach the threshold with stimulus duration T. The rheobase is the minimum stimulus 

intensity that can induce neuronal activity. A current lower than rheobase cannot induce 

action potential no matter how long it is applied. The pulse duration when the current 

intensity is twice rheobase is called chronaxie.  The rheobase and chronaxie are 

illustrated in figure 1.7. 

 

Figure 1.7 Strength-Duration Curve. The region marked (A) represents the intensity-

duration combination that can induce neuronal activity, whereas area marked (B) are 

below the threshold level. The figure is adapted from Plonsey and Roger C (Plonsey & 

Barr, 2007). 

 

Chronaxie can be used as a guide for time period that is required to reach the 

threshold voltage when a real stimulus is used. 
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The distance between the electrode and the neuron also affects the stimulus 

intensity needed to activate the neuron. This strength-distance relationship can be 

described by the following function: 

) ËÒ )             (1.10) 

where Imin is the minimum stimulus intensity that required to activate a neuron with an 

electrode immediately adjacent to the axon. Here, r is the distance between the electrode 

and the axon, k is the excitability constant. The value of k depends on cell type and it 

varies widely. For example, axons of spinal cord interneurons have k values of around 80 

ɛA/mm2 while axon in the medial forebrain bundle have k values between 1000 and 6400 

ɛA/mm2 (L. G. Nowak & Bullier, 1996). From the equation, we can see that the closer 

the neuron is located to the electrode, the more likely it will be activated. But neurons 

located further away may also be recruited if they have higher excitability constants. 

The numerical simulation studies showed that the distance between electrode and 

axon can alter the strength-duration relationship (Barr & Plonsey, 1995). Under space 

clamp conditions, the threshold is no longer dependent on stimulus duration. Results 

found in the study are shown in figure 1.8. As the electrode became further away from 

the axon, the threshold was also independent of stimulus duration. This can be explained 

because as the axial variation of the applied field becomes increasingly uniform, the 

condition better approximates a space-clamped experiment. 
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Figure 1.8 Threshold of transmembrane voltage Vm versus Stimulus Duration for a Point 

Stimulus. Outer: Results of field stimulation study. Each curve represents a source-fiber 

distance as indicated by h (in cm). Inset: For space-clamped stimulation study. No spatial 

variability was found in the configuration. The largest transmembrane voltage observed 

when using a stimulus without producing a propagating action potential is plotted. All 

transmembrane potentials shown are relative to a baseline of -57 mV. The figure is from 

Barr and Plonsey (Barr & Plonsey, 1995). 

 

From the above study, we can see that the axon stimulation threshold is not a 

fixed number, it changes with stimulus duration and the distance between the electrode 

and the fiber. When the stimulating electrode is close, but the duration is long, the 

membrane may take longer time to respond, but only within the restricted membrane 

surface. The consequence is that the stimulus threshold in this case is greater than for a 
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more distant electrode with the same stimulus duration. Since a small area of the 

membrane has to provide the same amount of current to stimulate the remainder of the 

fiber, a closer stimulus has to produce a larger potential gradient to offset the depolarized 

membrane decay that is accelerated by longitudinal current flowing into the 

hyperpolarized regions. This explains the very large threshold requirements for small 

values of h. 

The knowledge of strength-duration and strength-distance relationships is not 

enough for us to fully understand neural stimulation. Neurons can be directly activated by 

the electrode, and also can be affected by excitatory synapses and inhibitory synapses 

from cells that are directly activated by the electrode. To detect both directly and 

indirectly activated neurons is not trivial. The most direct way of detecting the activated 

neuron is by using recording electrodes. However, neural activity voltages may often be 

drowned out by effects of the injected current, which makes this method impracticable. 

To address this problem, behavioral tasks are used to predict neuronal recruitment. The 

ability of animal to perform a specific motor task can be affected by the stimulation, and 

this provides information about which part of cortical tissue has been affected. Neuron 

activation by ICMS has been reported by Histed et al. (Histed, Bonin, & Reid, 2009). 

Neurons being activated within a single plane near an electrode can be observed using 

two-photon calcium imaging. It was found that only a small fraction of the neurons in the 

vicinity of a stimulating electrode was activated during weak microstimulation (tens of 

µA). Moving the electrode tip by as little as tens of µm could vary the activated cells. 

Blocking synaptic transmission had little effect on the number of neurons being activated 
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by microstimulation. This study indicates that most of the spiking neurons nearby the 

electrode are directly activated. 

Other research has found that stimulation primarily initiates action potentials in 

axon (L. Nowak & Bullier, 1998). The explanation for this phenomenon is that the 

sodium channel density on the axonal membranes is much higher than on the 

somatodendritic membranes. For vertebrate unmyelinated axons, this density is around 

100-200 channels/ɛm2. For nodes of Ranvier on myelinated axons, this number can be as 

high as 12 000 channels/ɛm2. For the membranes of neocortical cell bodies and dendrites, 

this number is 2.5-7 channels/ɛm2. A second reason is the difference in temporal 

properties of membrane tissue, specifically the time constant Ű, which is the product of 

the membrane resistivity Rm and capacitance Cm. Unmyelinated axons have Rm values 

between 1000 and 5000 ɋ.cm2. For nodes of Ranvier, this number is between 25 and 125 

ɋ.cm2 and would be between 20 000 and 200 000 ɋ.cm2 for cell bodies. Thus, for a 

given intensity of stimulation, axons are depolarized much faster than cell bodies and are 

more likely to generate action potentials. 

Intracortical microstimulation (ICMS)  

Intracortical microstimulation (ICMS) is a brain stimulation method that requires 

stimulation electrodes placed into the parenchyma of the nervous system. During ICMS, 

small current injections from microelectrodes can change the electrical potential of 

extracellular space nearby the electrode. These fluctuations can induce transmembrane 

current in neurons, and may initiate an action potential if the current is suprathreshold. 

The stimulation waveform also affects the ICMS outcomes. If direct current is applied, a 



16 

 

large quantity of charge will be injected into the brain. This will lead to oxidization of 

water at the electrode surface (Merrill, Bikson, & Jefferys, 2005) and produce bubbles of 

hydrogen gas as well as free radicals. As a consequence, the electrode will be degraded, 

and neural tissue will be damaged by these byproducts. The problem can be solved by 

applying alternating pulses (Lilly, Hughes, Alvord Jr, & Galkin, 1955). With this 

technique, the charge will not accumulate at one electrode, and quantities of possibly 

neurotoxic substances can be significantly reduced. Both negative and positive currents 

stimulation can activate neural tissue. Cathodal stimulation depolarizes the cell 

membrane directly, whereas anodal stimulation causes local hyperpolarization, and can 

cause depolarization elsewhere on the cell membrane (BeMent & Ranck Jr, 1969). A 

common pulse used by many researches has a width of 0.2 ms per phase with an interval 

of 0 to 0.1 ms, and amplitude below 150 ɛA (Tehovnik, 1996). Under these conditions, 

the stimulation can be applied safely over several days (Agnew, Yuen, McCreery, & 

Bullara, 1986). 

Deep Brain Stimulation (DBS) 

DBS is a neurosurgical procedure involving permanent electrode implantation in 

the brain. The electrical impulses are sent to specific brain areas via the electrodes, to 

treat specific disease indications. DBS has been used clinically for treating movement 

disorders for about 20 years, and shows promising experimental results in treating 

depression and epilepsy. The full mechanism of DBS is still unclear. Electrophysiology, 

imaging and biochemistry method have been used to reveal some parts of the mechanism 

of DBS. This is well summarized by Udupa and Chen (Udupa & Chen, 2015). 
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 The DBS target and stimulation parameters are dependent on the disease targeted. 

Commonly used targets for movement disorders are the Globus pallidus interna (GPi), 

subthalamic nucleus (STN), and thalamic ventral intermediate nucleus (Vim).  

 A common stimulation voltage used in DBS is between 1 and 9 V, pulse widths 

are between 60 and 250 ms, and frequencies between 5-180 Hz. The mechanisms of DBS 

may depende on the disease, the stimulation method, and the animal model used. 

Transcranial magnetic stimulation (TMS) studies showed that DBS can change the 

excitability of motor cortex, and the effect is dependent on the stimulation location and 

clinical condition (Hershey et al., 2003). It also showed that DBS may induce plastic 

changes inside the target region (Gradinaru, Mogri, Thompson, Henderson, & Deisseroth, 

2009). Electrophysiological studies showed decreased neuronal firing rates in the target 

area with DBS in the subthalamic nucleus (STN) and globus pallidus internus (GPi) 

(Filali, Hutchison, Palter, Lozano, & Dostrovsky, 2004), which is consistent with the 

neuronal inhibition hypnosis. The explanation is that high-frequency stimulation 

increases potassium currents and decreases sodium currents (Beurrier, Bioulac, Audin, & 

Hammond, 2001; Shin et al., 2007). Another explanation is that the repeated stimulation 

depletes neuronal energy and causes synaptic activity failure (Lozano, Dostrovsky, Chen, 

& Ashby, 2002). Analysis of the firing pattern of the basal ganglia (BG) circuits indicated 

that reduction of entropy could be a mechanism of DBS (Brown & Eusebio, 2008). 

Neuroimaging studies on DBS have revealed effects on neuronal networks (Ko, Tang, & 

Eidelberg, 2013). It also has been found to modulate several neurotransmitter systems 
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like dopamine, adenosine, Gamma-aminobutyric acid (GABA), glutamate, and serotonin 

(Udupa & Chen, 2015). 

1.2.2  Non-invasive Stimulation Method 

Transcranial Direct Current Stimulation (tDCS) 

Transcranial direct current stimulation (tDCS) is a non-invasive brain stimulation 

technique for modulating central nervous system excitability. The technique is achieved 

by attaching two or more electrodes on the head. The electrodesô location is critical, as 

the relative location of electrodes results in significant differences in where and how 

much current is delivered to the brain. The location of electrodes is typically specified 

using the International 10-20 EEG measurement system, as this method is reproducible 

for different head sizes (Woods, Bryant, Sacchetti, Gervits, & Hamilton, 2015) or using 

other reference locations on the scalp. As an example, the stimulating electrode may be 

placed over the motor cortex (M1) and a reference electrode placed over the contralateral 

supraorbital ridge (Stagg & Nitsche, 2011). An example of a full setup tDCS experiment 

is shown in Figure 1.9. In general, anodal stimulation causes is thought to increase neural 

excitability, whereas cathodal stimulation results in decreased excitability. The effect 

may last for some time after tDCS application has ceased (óafter effectô). The induced 

short or long-lasting after effects depend on the applied current intensity, current density, 

current injection time and electrode polarity. Commonly used current intensities are 1-2 

mA. A typical tDCS therapy duration is less than 20mins. The current density applied 

depends on electrode size, and it is usually less than 0.06 mA/cm2 (Kuo, Paulus, & 

Nitsche, 2014). 
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Figure 1.9 Illustration of tDCS experiment, showing (a) current source, (b) stimulation 

electrode, (c) reference electrode at contralateral orbit, (d) TMS stimulator, (e) TMS coil, 

(f) electromyography electrodes for recording Muscle evoked potentials. This figure is 

adapted from Nitsche et al. (M. A. Nitsche, Boggio, Fregni, & Pascual-Leone, 2009). 

 

High-intensity (>2 mA) current can lead to increasing excitability at both current 

polarities. The typical relationship between polarity of current flow and excitability, can 

be reversed during a cognitive task, whereas a reduced excitability may be observed 

during a motor task following both anodal and cathodal stimulation. The state of affected 

neurons (e.g., tasks, practice, fatigue) prior to stimulation can also change the effects of 

stimulation (Filmer, Dux, & Mattingley, 2014). Neurons in deep cortical layers were 

often deactivated by anodal and activated by cathodal stimulation (Stagg & Nitsche, 

2011). It has been hypothesized that tDCS modulates neural activity by affecting the 

resting membrane potential (M. Nitsche et al., 2003; M. A. Nitsche, Kuo, et al., 2009; M. 

A. Nitsche et al., 2004; M. A. Nitsche et al., 2005), but the mechanism of this neuronal 

excitability modulation is not yet fully understood. 
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Transcranial Alternating Current Stimulation (tACS)  

Transcranial alternating current stimulation (tACS) externally applies alternating 

electrical currents to stimulate the brain and can also influence cortical activity (Antal et 

al., 2008). The effects of tACS are affected by 3 factors: frequency, amplitude, and phase. 

It has been shown that tACS within the EEG frequency range (0.1-80 Hz) can 

synchronize neuronal networks and induce oscillatory brain activity changes. Studies 

using tACS showed an intensity-dependent effect at 140 Hz: an 0.4 mA intensity was 

found to inhibit the neural activity, while 0.2, 0.6 and 0.8 mA intensities had no 

significant effect (Moliadze, Atalay, Antal, & Paulus, 2012). Polania et al.ôs study 

showed that cognitive performance increased when stimulating the left frontal and 

parietal cortex by 6 Hz in phase, and decreased when out of phase (Polanía, Nitsche, 

Korman, Batsikadze, & Paulus, 2012). However, as with tDCS, the mechanisms 

underlying these effects have not yet been clarified. 

A form of tACS has also been found useful in treatment of brain cancer: a 200 

kHz frequency has been used for treating recurrent glioblastoma and showed promising 

result without side effect (Kirson et al., 2007). 

Transcranial Magnetic Stimulation (TMS)  

Transcranial magnetic stimulation (TMS) is another non-invasive brain 

stimulation method. During TMS stimulation, a short pulse of electric current is passed 

through a magnetic coil, which in turn induces a brief, high-intensity magnetic field. This 

induced magnetic field is perpendicular to the coil plane, and has a maximum intensity of 

2 Tesla, and lasts about 100 µs. This induced magnetic field can induce a perpendicular 
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electric field inside the brain and can either excite or inhibit a small cortical region 

beneath the coil. TMS is often used to locate the motor cortex by positioning the coil 

such that a motor-evoked potential (MEP) is produced, and a muscle twitch results. The 

neuronal elements parallels to the induced electric field are mostly activated by the field 

geometry. The most common magnetic coil shapes are figure-eight and round. Figure-

eight coils produce a focal field shape about the coil intersection point, and round coils 

produce larger fields. TMS pulses may be single, or high-frequency (1-50 Hz) repetitive 

(rTMS). Single pulse TMS is considered very safe. However, rTMS has the potential to 

cause seizure (Hallett, 2007). Because of the risk of seizure, a set of safety guide lines for 

TMS was produced by Wassermann (Wassermann, 1998). Both TMS and rTMS have 

been used for mapping the motor cortex (Wassermann, McShane, Hallett, & Cohen, 

1992), studying the function of the motor system (Chen et al., 1997), helping localize 

memory processes (Mulleners, Chronicle, Palmer, Koehler, & Vredeveld, 2001), 

understanding brain physiology (Ziemann, Rothwell, & Ridding, 1996), and inducing 

neural plasticity (Chen et al., 1997; Pascual-Leone, Valls-Solé, Wassermann, & Hallett, 

1994). At 0.9 Hz, TMS was found to depress motor cortex excitability (Chen et al., 

1997). TMS also has potential therapeutic applications such as in treating Parkinsonôs 

disease, dystonia, and stroke. This maybe because TMS stimulation has been found to 

change synaptic strength (Hallett, 2007).  

1.3 Magnetic Resonance Imaging (MRI) 

MRI is a modern medical imaging technique that requires strong magnetic fields 

and radio frequency spectrometry. Its non-invasive and non-ionizing nature distinguishes 
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it from other medical imaging techniques such as X-Ray, CT, and PET.  An MRI scanner 

is composed of a superconducting electromagnet that generates a strong static magnetic 

field, multiple radio frequency coils that are used to generate and receive RF energy from 

the subject being imaged, and gradient coils that are used to create spatial magnetic field 

variation in all three spatial directions. 

1.3.1 Physical Principles 

MRI has a variety of applications, but they all share the same physical principles: 

The nuclear spin status of atoms can be changed by radio frequency (RF) pulses. Protons 

are the most utilized nucleus in medical imaging. They can be viewed as spinning 

positive charged spheres. The proton spins are randomly oriented in the absence of an 

external magnetic field. No signal can be received because the net magnetization is zero 

in this condition. Once an external magnetic field is applied, each proton will  re-orient 

and spin around the axis which is aligned with the magnetic field. Thus, a net 

longitudinal magnetization (M) aligned with the main magnetic field is created. This 

phenomenon is called precession. The spin precession frequency is called the Larmor 

frequency (ɤ0) and its relationship with the magnitude of the main magnetic field (B0) 

and the gyromagnetic ratio (ɔ) is expressed by equation 1.7. 

ʖ ɾ".                 (1.7) 

In order to measure signals, RF pulses at the Larmor frequency are used to tip the 

magnetization away from the longitudinal plane (Mz) to the transverse plane (Mxy) and 

force the nuclei in phase. Once the RF pulse is removed, the system starts to return to 

equilibrium. Nuclei start to diphase and the transverse magnetization starts to disappear. 
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This phenomenon is known as transversal relaxation. Meanwhile, the longitudinal 

magnetization returns to its original size, which is called longitudinal relaxation. During 

these processes the protons emit RF energy that can be detected by receiver coils. The 

spin-lattice relaxation time (T1) is a time constant used to describe how (Mz) returns to 

equilibrium status. This process is described by equation 1.8. 

- - ρ Å Ⱦ ,                                                           (1.8) 

where M0 is the equilibrium magnetization. 

The spin-spin relaxation time, T2, is used to describe transversal relaxation. This 

process is described by equation 1.9. 

- - Å Ⱦ ,                                                   (1.9) 

where -  is the initial transverse magnetization. Evolution of T1 recovery and T2 

decay are described in figure 1.10. 

 

Figure 1.10 Plots of T1 recovery and T2 decay. This graph was adapted from McRobbie 

et al. (McRobbie, Moore, Graves, & Prince, 2017). 
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The time T2* is similar to T2, but it considers the effect on transverse relaxation 

of local magnetic field inhomogeneity. Different tissues have different T1 and T2 values, 

thus, depending on pulse sequence timing, they can be differentiated in the MR images. 

The electromagnetic signal that is generated immediately after an 90° RF pulse is called 

the Free induction decay (FID). It is described by equation 1.10 (Liang & Lauterbur, 

2000). 

Ὓὸ ὓ Ὡ Ⱦ Ὡ  

Or 

Ὓὸ ὓ Ὡ Ⱦ Ὡ .               (1.10) 

Differences in T1, T2, and proton density (i.e., the number of the hydrogen atoms 

per unit volume) can cause tissue contrast in images. The repetition time (TR) and the 

echo time (TE) are two key factors in determine the image contrast. TR is the time 

between two RF excitation pulses. TE is the time between the RF pulse and the received 

echo signal. Typically, short TR and TE produce T1-weighted images, long TR and TEs 

produce T2-weighted images, and long TR and short TEs produce proton-density-

weighted images. This effect is described in figure 1.11. 
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Figure 1.11 Schematic diagram of TE, TR, T1 recovery and T2 decay. In a., a schematic 

description of TR and TE is shown. b. shows graphs of the difference between short and 

long TRs and TEs. On the left, a short TR brings higher contrast between water and fat in 

T1 recovery, while on the right, a long TE brings higher contrast between water and fat in 

T2 decay. The figure was adapted from Bitar et al. (Bitar et al., 2006). 

 

In T1-weighted images, tissues with short T1s (like fat) display as high signal and 

tissues with long T1s (like water tissue) have low signal. In T2-weighted images, tissues 

with long T2 values have high signal and tissues with short T2s have low signal. 

Examples are shown in figure 1.12. In proton density weighted images, tissue with higher 

proton densities appear brighter. 
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(a)                                    (b)                                   (c) 

Figure 1.12 Examples of T1, T2 and proton density weighted images. Part (a) shows a 

T1-weighted image, (b) T2-weighted image, (c) Proton-density-weighted image. The 

figure was adapted from Plewes and Kucharczyk (Plewes & Kucharczyk, 2012). 

 

To image nuclei in different regions, each region should have a unique precession 

frequency. This is achieved by adding a gradient magnetic field along the three 

orthogonal axes x, y, and z. Usually, magnetic field variation along the z-axis (B0 

direction) is used for slice selection, the x- and y-axes are used for frequency and phase 

encoding respectively. A slice selection gradient is always applied first as a linear 

gradient magnetic field along B0. After that, the applied RF pulse frequency is changed to 

match the Larmor frequency of the selected slice. The slice thickness selected depends on 

the RF pulse bandwidth. The spatial frequency difference caused by gradient coils on one 

slice can be described by function 1.11 and 1.12. 

Ë ɾ'Ô              (1.11) 

Ë ɾ'Ô               (1.12) 

where Gx and Gy are the gradient magnetic field strength, tPE is the phase encoding time 

and t is the frequency encoding time. The encoded MR signals are acquired in k-space. 
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The k-space is described pictorially by Plewes and Kucharczyk (Plewes & Kucharczyk, 

2012) as shown in figure 1.13. 

Considering the gradient magnetic field, the signal generated by a collection of 

hydrogen atoms becomes equation 1.13. 

3Ô -Å Ⱦ Å ,               (1.13) 

where G is the gradient magnetic field strength and x is the location of the atoms. The k-

space data is described by equation 1.14 (Mezrich, 1995). We can see that one point in k-

space contains the information on the whole slice, as. 

3ËȟË ᷿ ᷿ - Å ÄØÄÙ.        (1.14) 
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Figure 1.13 Schematic diagram for k-space filling. Gradient magnetic field is shown in 

(a), y-gradient turns on between t0 and t1, x-gradient turns on between t1 and t2. Nuclei 

in one slice are shown in (b), all nuclei are in phase at t0, then start to dephase along the 

y-axis when y-gradient turns on, and finally dephase along the x-axis when x-gradient 

turns on. The k-space is shown in (c), when y-gradient turns on, the data changes from (0, 

0) to (0, A1) along the Ky-axis, then changes to (A2, A1) along the Kx-axis. The figure is 

adapted from Plewes and Kucharczyk (Plewes & Kucharczyk, 2012). 

 

1.3.2 Pulse Sequence 

A pulse sequence diagram is used to show times at which gradients and RF 

excitation pulses are applied in MR image acquisition. Even though many pulse 
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sequences are available for both clinical or research purposes, there are only two 

fundamental types of pulse sequence: spin echo (SE) and gradient echo (GRE) (Bitar et 

al., 2006).  

A spin echo sequence starts with a 90o excitation RF pulse, which is accompanied 

by the slice selection gradient pulse. A phase encoding gradient is applied and is followed 

by an 180o RF pulse and slice selection gradient pulse.  

The frequency encoding gradient between the 90o and 180o pulse is to dephase the 

spins so that they will rephase at the middle during the echo collection. Finally, the 

frequency encoding gradient is applied, and the echoes are collected. This is shown in 

figure 1.14(a).  

A gradient echo sequence starts with an RF excitation pulse and slice selection 

gradient pulse, then phase encoding as for the spin echo case.  At the same time, a 

dephasing frequency encoding gradient is applied to ensure that the maximum echo will 

be received at the middle of the echo collection. Finally, the frequency encoding gradient 

is applied, and echo is collected just like in spin echo. This is shown in figure 1.14(b). 

To accelerate the image acquisition time, fast imaging techniques have been 

developed. In the fast SE sequence, a 90o RF pulse is followed by multiple 180o RF 

pulses. Phase encoding gradients are applied between each pair of 180o pulses. In this 

way, multiple k-space lines are acquired in one TR and the scanning time can be 

significantly decreased. This is shown in figure 1.15. 
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(a)                                                          (b) 

Figure 1.14 Spin echo and gradient echo pulse sequences. (a) Spin echo sequence and (b) 

gradient echo sequence. Each sequence is composed of five waveforms, they are RF 

pulse, slice selection gradient, phase encoding gradient, frequency encoding gradient, and 

echo collection. The figures are adapted from Hornak (Hornak, 2008). 

 

 

Figure 1.15 Fast spin echo pulse sequence.  The sequence is composed of five 

waveforms, they are RF pulse, slice selection gradient, phase encoding gradient, 

frequency encoding gradient, and echo collection. The figure is adapted from Hornak 

(Hornak, 2008). 
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To accelerate the image acquisition speeds in GRE, partial flip angle are used 

instead of 90o pilses. The Mz can recover faster in this way without much signal loss, and 

TR can be decreased. 

Echo-planar Imaging (EPI) is a rapid MR imaging technique which has the 

potential to obtain the whole image in one TR. This is done by alternately switching on 

and off the phase and frequency encoding gradient repetitively during one TR and 

covering all k-space lines in this period. An EPI pulse sequence is shown in figure 1.16. 

 

Figure 1.16 Echo-planar Imaging pulse sequence. The sequence is composed of five 

waveforms, they are RF pulse, slice selection gradient, phase encoding gradient, 

frequency encoding gradient, and echo collection. The figure is adapted from Hornak 

(Hornak, 2008). 

 

1.3.3 Signal and Imaging Processing 

Equation 1.14 has a similar form to the equation that defines the Fourier transform 

(equation 1.15). 

&ʖ Æ᷿ÔÅ ÄÔ.                (1.15) 
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Thus, the image can be obtained by performing a 2-D inverse Fourier transform on the k-

space data. The signals are received by using quadrature detection, thus each data point in 

k-space, and in the transformed laboratory frame, contains a real part and an imaginary 

part. The corresponding magnitude and phase images are obtained by using equation 1.16 

and 1.17 respectively. 

2ÅÁÌ)ÍÁÇ,                (1.16) 

ÔÁÎ)ÍÁÇȾ2ÅÁÌ.           (1.17) 

Magnitude images are mostly used in clinical studies to delineate different soft-tissue 

structures, phase images can be useful for studying flow inside the tissue. 

1.3.4 Ultrahigh Field (UHF) MRI 

Currently, 1.5 and 3 Tesla are the magnetic field strengths (B0) most commonly 

used in clinical MRI systems. For preclinical studies, 7 and 9.4 Tesla are standard 

magnetic field since animal imaging often requires higher resolution. High field MRI 

systems have both advantages and disadvantages compared to conventional MRI 

systems. In general, images generated using high field systems provide higher signal to 

noise ratios (SNR), are more sensitive to susceptibility artifact, decrease T1 contrast and 

increase T2 contrast, and emphasize chemical shift (Nakada, 2007). These characteristics 

makes high field MRI a good candidate for MR spectroscopy (MRS), functional MRI 

(fMRI), and Quantitative Susceptibility Mapping (QSM) applications. Partial advantages 

and disadvantages have been summarized in table 1.1 by Ladd et al. (Ladd et al., 2018). 

The relationship between SNR and B0 is generally expressed with the function shown in 

equation 1.18: 
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From equation 1.18, we can see that increased B0 can increase SNR. Higher SNR 

is the most attractive reason for pursuing a higher magnetic field and it benefits most MR 

applications. Higher SNR can be used to generate higher spatial resolution images, can 

increase acquisition speed in the dynamic imaging, and even help identify new MR 

applications in either research or clinical diagnostics. 

The RF specific absorption rate (SAR) safety limits are the same for all field 

strengths, but there are several additional issues to be considered in high field systems. 

The RF wavelength is shorter at high fields, thus, RF heating on foci may happen. 

Limitation of SAR must be reconsidered in this situation (Fiedler, Ladd, & Bitz, 2018). 

This can be controlled by extending the repetition time, reducing the number of slices, 

and lowering flip angles. 

Physiological responses to the high static magnetic fields is always a concern. 

It has been reported that static magnetic fields can cause dizziness, nausea, 

magnetophosphenes, and metallic tastes (Heilmaier et al., 2011), but these effects are 

always transient. A recently identified effect is that high fields distorts the 

electrocardiogram. The reason for this is that the electrically-conducting blood is being 

pumped through the aortic arch at high speed. This could limit the utility of sequences 

that rely on cardiac triggering (Keltner, Roos, Brakeman, & Budinger, 1990; Krug, Rose, 

Clifford, & Oster, 2013). However, to date, there have been no long-term side-effects 

identified due to exposure to high field MRI (Ladd et al., 2018).  
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Table 1.1 

Potential advantages and disadvantages for high field MRI. The table is adapted from 

Ladd et al. (Ladd et al., 2018). 

Characteristic Trend as B0 ŷ Pro Con 

SNR ŷ 
Higher resolution, shorter 

scan time 
None 

SAR ŷ None 
Fewer slices, smaller flip 

angle, longer TR 

Physiological side-effects ŷ None 
Dizziness, nausea, 

metallic taste 

Relaxation times 

T1ŷ 
TOF, ASL, cardiac 

tagging 
Longer scan time 

T2Ź  DWI, DTI 

T2*Ź SWI, BOLD  

RF field uniformity Ź 
Parallel reception, Parallel 

transmission 

Position dependent flip 

angle, poor inversion, 

unexpected contrast 

Susceptibility effects ŷ BOLD, SWI, T2*  
Geometric distortions, 

intravoxel dephasing 

Chemical shift ŷ 
Fat saturation, CEST, MR 

spectroscopy 

Fat/water and metabolite 

misregistration 

Abbreviations: 

SNR: signal to noise ratio, SAR: specific absorption rate, TOF: time of flight, ASL: 

arterial spin labeling, DWI: diffusion weighted imaging, DTI: diffusion tensor imaging, 

SWI: susceptibility weighted imaging, BOLD: blood oxygen level dependent, CEST: 

chemical exchange saturation transfer 

 

Phase changes due to susceptibility changes are described by equation 1.19. 

Ўɲ ɾʔ"4%.           (1.19) 

We can see that the phase change is directly proportional to B0 and TE. Larger phase 

effects observed at UHF can benefit imaging. Spins dephase faster (Peters et al., 2007) 

and lead to a better contrast among tissues with different susceptibilities in susceptibility 

weighted imaging (SWI). MR phase and quantitative susceptibility mapping (QSM) also 

benefiting from the high spatial resolution and high contrast provided by UHF MRI. 
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Improving fMRI performance was one of the important reasons for developing 

UHF MRI (Uĵurbil, 2014), as it increases both the spatial accuracy of fMRI signals and 

BOLD sensitivity. However, since fMRI images are acquired with Echo-planar imaging 

(EPI), increased B0 inhomogeneity reduces the quality of EPI images (Uĵurbil, 2014). 

1.4 Functional Brain Imaging Techniques 

Functional brain imaging techniques are important for studying neurology and 

understanding brain function. They are either disruption-based or activation-based, as 

classified in figure 1.17. Mapping with disruption-based methods is done by evaluating 

changes in images due to induced changes in brain function and allows correlation of 

affected areas with observed image changes. Activation-based techniques map the brain 

by correlating observed images change with task execution (Pouratian, Sheth, 

Bookheimer, Martin, & Toga, 2003). The methods may be either metabolically- or 

electrophysiologically-based. Metabolically-based methods, like fMRI and PET, typically 

have high spatial resolution, while electrophysiologically-based methods, such as EEG 

and MEG, have high temporal resolution. Activation-based methods will be considered in 

the following sections.  
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Figure 1.17 Classification of brain mapping techniques. ECS = electrocortical 

stimulation, TMS = transcranial magnetic stimulation, EEG = electroencephalography, 

MEG = magnetoencephalography, fMRI = functional magnetic resonance imaging, PET 

= positron emission tomography, and OSI = optical imaging of intrinsic signals. The 

figure is adapted from Pouratian et al. (Pouratian et al., 2003). 

 

1.4.1 Electroencephalogram (EEG) and Magnetoencephalography (MEG) 

Electroencephalography (EEG) measures the spontaneous activity of neurons on 

the basis of electrodes placed on the scalp. Neuronal activation in the brain induces 

bioelectrical currents that produce electric fields. EEG measures the voltages resulting on 

the surface of the head. EEG directly measures all electrical signals from the brain, but 

only significantly in the areas close to the skull because deep brain electrical current 

effects are greatly attenuated. EEG has excellent temporal resolution and it is sensitive to 

both tangential and radial components of a current source in a spherical volume 

conductor. The limitations of EEG are its poor spatial resolution and it is hard to identify 

the sources from the scalp fields (Quigg & Quigg, 2006). 
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Magnetoencephalography (MEG) records the magnetic field induced by brain 

electrical activity, rather than electrical signals directly. Thus, unlike EEG, MEG detects 

independent sources of current flow, without reference to other currents. MEG signals 

arise from intracellular postsynaptic currents that flow from dendrites to the soma. 

Magnetic fields generated by the neuronal currents induce an electric current within a 

detection coil. The coil is coupled to a superconducting quantum interference device 

(SQUID), which produces a proportional voltage output. Magnetic fields are less 

distorted than electric fields by the skull and scalp, thus in some cases it has better spatial 

resolution than EEG. MEG is more sensitive to superficial cortical activity, which makes 

it useful for the study of neocortical epilepsy. However, MEG is sensitive to tangential 

components of dipolar sources but not to the radial components, and it is also hard to 

locate the source of brain activity (Burgess, 2014). 

1.4.2 Functional Magnetic Resonance Imaging (fMRI) 

The most widely used technique for brain functional imaging is functional 

Magnetic Resonance Image (fMRI) (Ogawa, Lee, Kay, & Tank, 1990). Blood-

oxygenation-level-dependent (BOLD) contrast is the key factor underlying fMRI 

contrast. During brain activity, blood flow increases in active brain regions and decreases 

deoxyhemoglobin concentrations in these areas. Deoxyhemoglobin is paramagnetic, 

which can rapidly distort the local magnetic field and dephase the transverse 

magnetization. Thus, deoxyhemoglobin decreases can lead to the increase of signal 

intensity around active areas. The spatial resolution of fMRI is high. However, fMRI 

signals are highly influenced by the vasculature in each voxel and can be affected by 
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capillary orientation and vessel size. Functional MRI analysis may therefore produce 

misleading results when voxels are nearby large vessels (Faro & Mohamed, 2006). 

Another problem in fMRI is that hemodynamic responses are slower than the neuronal 

activity. The signal increases typically start approximately two seconds after the 

beginning of the neuronal activity and reach a maximum at four to eight seconds. 

Therefore, temporal resolution is limited in fMRI. Furthermore, the correlation between 

neural activity and the hemodynamic response is not fully understood (Chu et al., 2004). 

Thus, fMRI can only be considered an indirect method of functional brain imaging. 

1.4.3 Neural Current Magnetic Resonance Imaging (ncMRI) 

Neuronal current magnetic resonance imaging (ncMRI) has been studied over 

several years (Jiang et al., 2014). The goal of ncMRI is to directly detect neuronal 

activity. Neuronal activity produces a flow of ionic current across cell membranes. This 

ionic current produces a magnetic flux density that interferes with the main magnetic 

field (B0), and thus can alter the phase of surrounding water protons. Theoretically, this 

current-induced magnetic field change can be detected in both magnitude and phase MR 

images. However, the amplitude of these neuronal current signals is an order of 

magnitude smaller than the BOLD signals and physiological noise (Bandettini, Petridou, 

& Bodurka, 2005). Works on ncMRI include simulation (Cassarà, Hagberg, Bianciardi, 

Migliore, & Maraviglia, 2008; Konn, Gowland, & Bowtell, 2003; Luo, Jiang, Chen, Zhu, 

& Gao, 2011; Xue, Gao, & Xiong, 2006), phantom experiments (Jerzy Bodurka & 

Bandettini, 2002; J Bodurka et al., 1999; Konn et al., 2003), and studies in tissue 

including isolated ganglia (T. S. Park, Lee, Park, Cho, & Lee, 2006), optic nerves (Chow, 
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Cook, Whitby, & Paley, 2006) and human brains (Truong, Avram, & Song, 2008). Some 

positive results have been reported (Bianciardi, Di Russo, Aprile, Maraviglia, & Hagberg, 

2004; Chow, Cook, Whitby, & Paley, 2007; Kamei, Iramina, Yoshikawa, & Ueno, 1999; 

Konn, Leach, Gowland, & Bowtell, 2004; Xiong, Fox, & Gao, 2003). For instance, 

Xiong et al. (Xiong et al., 2003) claimed that they could detect neuronal activity in the 

human brain with ncMRI. However, this result was questioned by others as the signal 

could have been due to fatigue or attention, which could contaminate the nc signal (Chu 

et al., 2004). Overall, ncMRI development has been hampered due to the extremely small 

signal amplitude, as well as the presence of confounding signals from hemodynamic 

changes and other physiological noise (Truong et al., 2008). 

1.4.4 Other Techniques 

Electrical Impedance Tomography (EIT) 

Electrical impedance tomography (EIT) is an imaging technique which utilizes 

non-invasive surface electrodes to produce tomographic images of electrical property 

changes. The surface electrodes measure multiple transfer impedances between each pair 

and these data are used to reconstruct the image. Usually, one measurement is made by 

injecting current through a pair of electrodes and measuring the voltages resulting at 

other electrodes. The injected current frequency usually is between 1 Hz-1 MHz. 

Hundreds of similar measurements are combined with finite element model-based (FEM) 

inverse mathematical methods and used to reconstruct the internal electrical impedance 

tomographic images (Bayford, 2006). Regularization is required to avoid image artifacts 

caused by errors in measured voltages because the EIT inverse problem is ill -posed. 
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Impedances of ion channels change during action potential and depolarization, and EIT 

approaches may have the ability to image these changes. Low-frequency current mostly 

travels through the extracellular space, but may be more likely to pass through active 

cells as ion channels are open. High-frequency currents may more easily penetrate the 

cell membrane compared to low-frequency currents. Thus, impedance changes observed 

are also depend on current frequency. For direct current (DC), the impedance of neuronal 

cells changes about 1% during activity, and at 10 kHz, the changes are reduced to about 

0.01%. However, it is possible to image this activity if electrodes are close enough to 

neuronal tissue and a frequency near 1 kHz is used. The first accurate reconstructed 

images of fast neural activity were reported by Aristovich et al. (Aristovich et al., 2016). 

Near-infrared (NIR) Spectroscopy (NIRS) 

NIRS has several alternative names, such as diffuse optical tomography (DOT) 

and near-infrared imaging (NIRI). The physical principles of NIRS are that NIR light 

(700-1000 nm) penetrates tissues, such as skin, skull, subcutaneous fat, and brain, and 

chromophores inside these tissues absorb and scatter the light. A schematic representation 

of NIRS imaging is shown in figure 1.18. The causes of attenuation of NIR light are 

categorized into three groups: (a) Oxygen-dependent absorption from Hemoglobin (Hb), 

myoglobin (Mb), and cytochrome oxidase; (b) absorption from chromophores of fixed 

concentration and (c) light scattering (Ferrari, Mottola, & Quaresima, 2004).  

Hb has two forms: oxygenated (oxyhemoglobin, HbO2) and deoxygenated 

(deoxyhemoglobin, HbR). HbO2 absorption is higher for wavelengths (ɚ) > 800 nm, and 

HbR absorption is higher for ɚ < 800 nm. When the brain is active, demand for oxygen 
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and glucose increases. As the regional cerebral blood supply increases, the HbO2 

concentration increases and HbR concentration decreases. These changes can be reflected 

as increased light attenuation and scattering in fNIRS. Changes in light attenuation at a 

given wavelength is related to concentration changes in HbO2 and HbR (Pinti et al., 

2018). 

Information provided by these absorptions can be related to brain function. NIRS 

provides better spatial resolution compared to EEG and MEG, and better temporal 

resolution compared to fMRI as described in figure 1.19. 

 

Figure 1.18 Schematic representation of NIR light traveling through the head. The figure 

is from Pinti et al. (Pinti et al., 2018). 
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Figure 1.19 Comparison of the temporal and spatial sensitivities of different non-invasive 

neuroimaging methods. This figure is from Strangman et al. (Strangman, Boas, & Sutton, 

2002). 

 

Beside hemoglobin-based measurements, cytochrome oxidase also can be 

measured and can provide more direct neuroactivity information (Heekeren et al., 1999). 

Thus, NIRS has the potential to use indirect and direct methods simultaneously to 

monitor neuronal activity. 

Three main categories of diffuse optical measurements have been developed: time 

domain, frequency domain, and continuous-wave (CW) measurements. A time domain 

measurement detects the photonsô time distribution as they interact with tissue. 

Picosecond-pulse light is applied and fast time resolved detector is used to receive the re-

emerging photons. This information reflects tissue absorption and scattering. In 

frequency domain measurements, the light remains turned on and the amplitude is 


























































































































































































































































