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ABSTRACT

A direct Magnetic Resonance (MiRased neural activity mapping technique with
high spatial and temporal resolution may accelerate studies of brain fahction
organization.

The mostwidely used technigue for brain functional imaging is functional
Magnetic Resonance Image (fMRI). The spatial resolution of fMRI is high. However,
fMRI signals are highly influenced by the vasculature in each voxel and can be affected
by capillary orientabn and vessel size. Functional MRI analysis ntlagrefore produce
misleading results when voxels are nearby large vessels. Another problem in fMRI is that
hemodynamic responses are slower than the neuronal activity. Therefore, temporal
resolution is linted in fMRI. Furthermore, the correlation between neural activity and
the hemodynamic response is not fully understood. fMRI can only be considered an
indirect method of functional brain imaging.

Another MRbased method of functional brain mappingesitonal current
magnetic resonance imaging (ncMRI), which has been studied over several years.
However, the amplitude of these neuronal current signals is an order of magnitude
smaller than the physiological noise. Works on ncMRI include simulation, phanto
experiments, and studies in tissue including isolated ganglia, optic nerves, and human
brains. However, ncMRI development has been hampered due to the extremely small
signal amplitude, as well as the presence of confounding signals from hemodynamic

changs and other physiological noise.



Magnetic Resonance Electrical Impedance Tomography (MREIT) methods could
have the potential for the detection of neuronal activity. In this technique, small external
currents are applied to a body during MR scans. Tun®nt flow produces a magnetic
field as well as an electric field. The altered magnetic flux density along the main
magnetic field direction caused by this current flow can be obtained from phase images.
When there is neural activity, the conductivitytioé neural cell membrane changes and
the current paths around the neurons change consequently. Neural spiking activity during
external current injection, therefore, causes differential phase accumulation in MR data.
Statistical analysis methods can be useidentify neuronaturrentinduced magnetic

field changes.
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1INTRODUCTION

1.1 Models and Methods for Electrophysiology

The Aplysia abdominal ganglion (AA@nd salamander retingereused as
source of neuronalactivity in our studyThe large sizef the AAG allowsobservation
of neuronal ashitecture with MRI. Cells ithe AAG have different spontaneous firing
patterrs, have beenwell characterized and can be detected by microelectrode array
(MEA) recordings Thesalamander retina generates action potentials in the ganglion cell
axons. Different gangdin cellsrespomnl differently to light stimulation, which makeét a
favorite object for neurelectrophysiological study.
1.1.1Hodgkin HuxleyModel ofNeural Activity

To understand the action potentidle texcitableell membrane can be described
by the Hodgkin-Huxley model(Alan L Hodgkin & Andrew F Huxlg, 1952)as shown in

Figure 11.

3 Intracellular medium
1

AL EL S
Ve ¥ L
LR

L | Q-

T, Extracellular medium

||Q

Figurel.1 Electric circuit representation of a cell membrafias figure is adapted from

http://www.bem.fi/book/
1



The capacitor represerttse cell membrane capacitancenhe ion permeability of
the membranwiith respect tsodium, potassium, and other ions are denwiddthe
variable resist@ The voltage sources represent the Nernst voltagbe sbdium,
potassium, andhloride channed, respectivelyActive transporters and ion channels
work against each other to generate concentration graddatige transporters move
selected ions against concentration gradients, meanvdrilehannels allow specific ions
to cross the membrane in the directiorrofcentration gradient$he Nernstpotential is

describd as:

6 B B —I 1—, (1.1)

whereVn®dis the potential difference at equilibrium across the membdeimed as the
difference betweemtracellular (i)andextracellular (e) potentialZ, is thevalence of
the ionp, T is the absolute temperatuemdF and Rar e Far adayfthesgasc onst ant
constant respectively.;denoteshe concentration dhe species p

The variable resistors in Figurelindicate membrane ion channel conductance
per unit area for sodium, potassium and chloride ions. Hodgkin and Hweyhesized
that potassium channeiserecontrolled byfour n-particles.The probability of ann
particle being in the open position is described by the dimensionless paramiéter n.
potassium channel would be open only if foyarticleshad high probabilitiesSodium
channeloperation was described usitigeem-particles ad one hparticle.Similarly, m
and h indicate the probability of m and h partiddegg in the open positioffhe
membrane conductance of ion specific channels maxpeessed as:

Coo 1, (1.2)



' ' i E (1.3)
where G"*and Gia"*® are the maximum value of potassium and sodium conductance
[mS/cmp

Values ofn, m andh are found by solvinglifferential equatioaof the form

— 1 p E IE (1.4)
Where k represents n,,@nd h respectivelylk andby are the transfer rate

coefficients of the gating variables n, m, and.tg. Theydescribehe dependence of

particlesmovingfrom closed to open stafek) or the oppositgbk). The parametersk

andbx are voltage dependent and axpressed as:

8 8 8
1 S
8 8
1 8 8 o[ T
1 —r — (1.5)

where V' =\ V1, Vris the resting membrane voltagen i¥ thetransmembraneoltage.

The transmembrane currdnfis:

) # — 6 6 6 6 ° 6 6 ' . (1.6)
From the HodgkinHuxley equatios, we see that the cell membrane conductivity

changs along withthe transmembrane voltag& his correlatiorindicates that it may be

feasible tadetect neural activity by observing conductivity consasstead of membrane

voltages or extracellular potential changes



1.1.2AAG

The AAG wasthoroughlystudied byFrazer et al.(Frazier, Kandel, Kupfermann,
Waziri, & Coggeshall, 1967Most of the nerve cells of AAG in large animals are about
50-100um in size. The cells within the gangli@ame diverseA schemat diagramof the

AAG from Frazieris shownin figures 1.2-1.3.

Dorsal Surface
Ventrol Surface

_ R Connective

- BAG CELLS
BAG CELLS -<¥

Coudal

"~ Genital-
pericardial il
nerve

pericardial ~
nerve

Figurel.2 Sketch of alAAG. Thedorsal surfacés shownon the left andheventral

surface on the right. This figure is adapted fierazer et al.(Frazier et al., 1967)
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Figurel.3 Schematic diagram of cell cluster&his figure is adapted frofarazer et al.

(Frazier etal., 1967)

The ganglion can be divided intour quarters: the right rostral quartganglion
(RRQG), the right caudal quartganglion (RCQG), the left rostral quarganglion
(LRQG) and the left caudal quartganglion (LCQG)The AAG electiophysidogy is
describedn the following paragraphs.

The identified cells in RRQG atberostral white cell{R3-R13), R1andR2. The
rostral white cellhiavesimilar electrophysiological propertiegith a firing rate of about
0.51 spikegs. The R1 produces $aspikesThe R2 is the largest cell in the ganglenmd
is oftensilent.

The identified cells of the RCQG are the caudal white cells ,(R18), R16,
cluster RBand parts of clusters RC and R®14does nousually generaspontaneous

activity. R15 fires in burstdR16 is a small celind shares commaxcitatory



postsynaptic potentidEPSP) with nearby cell¥heRB and RC clusters fire irregularly
LD bursts when stimulated.

The identified cells of the LRQG are LB. L1 is silent andopographically
symmetricawith R1.L2, L3, L4, and L6 cangenerate burst of spikesndcan be silent
or fire continuously.

The identified cells of the CQG arelL7-L14 andclusters LB, LC, and LDL7,

L8, and L9spontaneouslfire atl-3 spikes/s. L1Lisuallyfires at a rate of-2 spikegsec
and sometimes firdsigh-frequency burstgCell L10can beeither silent ofiring
regularly. Cells L12 and L13ire with thefrequency of 46 spikes/sL14 is silent.The
properties oL. B andL C clustes have propertiessimilar toL8 andL9. TheLD group

share propertieswith L11.



Dorsal Ventral

Figurel.4 Sketch ofcells distinguishedy firing pattern. Silent cellsare showrstippled
in A; the cells that fire regularlgrestippled in B; burst firing cellareblackened in B
and irregularlyfiring cells arestippled in C. This figure is adapted frdfrazer et al.

(Frazier et al., 1967)

The electophysiological properteof the AAGare divided into three categories:
silent, reglar & burst, and irregular. Tdse are schematically described Byazer et al.

(Frazier et al., 1967 figure 14.



In summary30 cells aneightcell clusters in the AAG eredefinedby Frazer et
al. (Frazier et al., 1967Ywenty four out of thirty are spontaneously actiVee rhythm
of rostral white cells (L3, L13} highly regularL2, L3, L4, L6 and R15 have bursting
rhythms
1.1.3SalamandeRetina

The vertebrate retinaasmultilayer neural networks. It is composedfivie types
of neuronsphotoreceptorghorizontal cells, bipolar cells, amacrine cells, and ganglion
cells. A schematic diagram made Mgiste is shownin Figure 15 (Meister, Pine, &

Baylor, 1994)

Figurel.5 Schematic diagram of the vertebratenatshowing photoreceptors (P),
horizontal cells (H), bipolar cells (B), amacrine cells,@)d ganglion cells (G)his

figure is adapted frorivieisteret al.(Meister et al., 1994)

The retinacan function in vitro for several houyiend ts neural activities can be

easilymodulated by lightThesemake it agoodsubjectfor neural electrophysiology
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study The ganglion cellproducedifferent responsgo different light wavelength, light
intensity, flicker frequencyfield size and shap@leister et al., 1994)

The salamander retinaalsowell suited for extracellular muielectrode array
recording due to its large ganglion size and monolaye($etiev, Puchalla, & Berry,
2006)

1.2 Neural Stimulation

Electrical stimulation has been widely applied for néagizal disordertreatment
andneuromodulationApplications include budrenot limited touse inextremity
prosthesesochlear andbrain-stem auditory prosthesestinal and cortical visual
prosthesesas well adreating epilepsye s senti al tr emor , P,ar ki nsono
and depressiofCogan, 2008)

Neural stimulation methods are considered eitinessiveor noninvasive.
Stimulation mehodssuch adntracorticalMicrostimulation (ICMS)and deep brain
stimulation (DBS)are considered invasivandTranscraniaDirect CurrentStimulation
(tDCS), Transcranial Alternating Current Stimulation (tAC&)dTranscraniamagnetic
stimulation (TMB) are considered neinvasive
1.2.11nvasiveStimulationMethods

Invasive stimulation methods require electrode implantalibere are two
important concepts in ICMS: Strengdluration relationship and strengdistance
relationship.

The drengthduration relationship was first introduced by Lapic@uapicque,

1901) It describeghe relationship betwegulse widthandcurrent intensityequiredto



activate neuronal tissu@. spherical cell model is assumtddescribe this theoryrhe
spherical cell is a poor model for most cells, butg b geometrical uniformity that

avoids the additional complexity of spatial variation. The model is shofigure 16

(a). Thetransmembrane potential is uniformly distributed on the cell membrane and the
equivalent electrical circuit can be simplifiad showrnn figure 16 (b). Here,R and C

are the resistance and capacitance of the calstimulus currentolcontinuesover a

time t, the corresponding evoked transmembrane potential is:

O )Y2p AT (1.7)
whereU= RC is the timeonstant. Rewriting (1) for a stimulus (S) just strong enough and
long enough to reach a threshold voltage levelith stimulus duration (T), we have:

6 3p AT (1.9
Rearranging equation 1.8 and divide R on both sides, we get:

) )Tp AT (1.9

i
O

J 1) R

Figurel.6 Simplified equivalent electrical circutf aspherical cell(a) spherical cell
model and its (b) equivalent electrical circuitigfigure is adapted from Plonsend

Roger C(Plonsey & Barr, 2007)
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The quantitylR is termedthe rheobase, while lis the minimum current required
to reachthethreshold with stimulus duration The theobase is the minimum stimulus
intensity that can induce neuronal actividycurrent lower than rheobase cannot induce
action potential no matter how long it is applied. The pulse duration when the current
intensity is twice rheobase is called chronaxiberheobas@ndchronaxieare

illustrated in figure 1.7.

2x Rheobase
Rheobase

Duration T

i —>1
Chronaxie

Figurel.7 StrengthDuration CurveThe region marked (Ajepresents the intensity
duration combination that can induce neuronal activity, whenessmarkedR) are
below the threshold level. The figure is adapted fRIonseyandRoger C(Plonsey &

Barr, 2007)

Chronaxie can basedas aguide fortime period thats required to reach the

threshold voltage whenraalstimulus is used.
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Thedistance between the electrode and the neuron also affects the stimulus
intensity needed to activatiee neuron. Ths strengthdistance relationship can be
described by the follwing function:

)y BEO ) (1.10)
where hin is the minimum stimulus intensity that required to activate a neuron with an
electrode immediately adjacent to the axdare,r is the distance between the electrode
and the axoyk is the excitability constanThevalueof k depend on cell type and it
varies widely.For example, xons of spinal cord interneurorsavek values of around80

e A/ Awhile axonin themedial forebrain bundle kak values between 1000 and 6400
e A/ fm(n G. Nowak & Bullier, 1996)From the equation, we can see that the closer
the neurons located to thelectrode, thenorelikely it will be activated. But neurons
located further away may also be recruited if they have higher excitability canstant

The rumerical simulatiorstudesshowed that the distance between electrode and
axon can alter the strengthuration relationshigBarr & Plonsey, 1995)Underspace
clampconditions the threshold is nlmngerdependentn stimulus durationReaults
foundin the studyareshown in figurel.8. Asthe electrode beme furtheraway from
the axon, the thresholdasalso independent of stimulus duration. T¢tesbe explained
because athe axial variation of the applied fieblecomesncreasingly uniform, the

conditionbetter approximates spaceclamped experiment.
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Figurel1.8 Threshold of transmembrane voltage versus Stimulus Duratn for a Point
Stimulus.Outer:Results ofiield stimulation study. Each curve represents a selilvee
distance as indicated by h (in cm). Inset: For sjmdaaped stimulation study. No spatial
variability was foundn the configuration. The largest iemembrane voltage observed
when using a stimulus without producing a propagating action potential is plotted. All
transmembrane potentials shown are relativeltaseline ot57 mV. The figure is from

Barrand PlonseyBarr & Plonsey, 1995)

From the above study, we can see thaatten stimulatiorthreshold is not a
fixed number, ithangesith stimulus duration and the distance between the electrode
and the fiber. When the stinatingelectrode is close, but the duration is loting,
membranenay takdonger time to respond, but only within the restricted membrane

surface. The consequenisdhat the stimulus threshaiid this cases greater than for a
13



more distant electrodeith the samestimulusduration. Since a small areatbe
membrane has to provide the same amount of current to stimulate the remainder of the
fiber, a closer stimulihas to produce a larger potential gradient to offset the depolarized
membrane decay that is accelerated by longitudinal current flowing into the
hyperpolarized regions. This explains the very large threshold requirements for small
values of h.

The knowle@lge of strengtfduration and strengttlistance relationshigs not
enough for us to fullpnderstanaheural stimulationNeurons caie directly activated by
the electrode, and also can be affected by excitatory synapses and inhibitory synapses
from cellsthataredirectly activated by the electrode. To detect both directly and
indirectly activated neuraris not trivial. The most direct way of detecting the activated
neuron is by usingecording electrode However, neural activityoltages mayftenbe
drowned out byeffects of thenjected currentwhich makes this method impracticable.
To addresghis problem, behavioral tasks are used to prediotoral recruitment. The
ability of animal to perform a specifibotortask can be affected by the stimidat and
this provides information about which part of cortical tissue has been affected. Neuron
activation by ICMS has been reported by Histedl.(Histed, Bonin, & Reid, 2009)
Neurons being activated within a single plane near an electrode chsdreedising
two-photon calcium imaging. Was foundhat only a small fraction of the neurons in the
vicinity of a stimulating electrode was activated during weak microstimulation (tens of
MA). Moving the electrode tip by as little as tensgrof couldvary the activatedcells.

Blocking synaptic transmisgsichad little effect on the number of neurons being activated

14



by microstimulation. This study indicates that most of the spiking neurons nearby the
electrodearedirectly activated.

Otherresearchhas foundhat stimulation primarily initiates action potexs in
axon(L. Nowak & Bullier, 1998) The explanation for this phenomenon is that the
sodium channel density dhe axonal membrarseas much higher than aime
somatodendritic membrasd-or vertebrate unmyelinated axons, this density is around
1002 0 0 ¢ h a % Foenbds 6f Ranvier m myelinated axons, this number can be as
highas 1D 0 0 ¢ h a % Foette sniisrane of neocortical cell bodies and dendrites,
this number is 27 ¢ h a n A& decorid geason is the differencagmporal
properties omembrandissue specificallythei me const ant U, which is
the membrane resistivityrsRand capeitance G.. Unmyelinated axons kia Rm values
bet ween 100 0 2 Bonnbdsbf®Raénier,dhis number is between 25 and 125
q . ¢and would be between D0 and 20@ 0 0  ffor cethbodies. Thus, for a
given intensity of stimulatioraxons are depolarized much fastertbell bodies andre
more likely to generataction potentia
Intracortical microstimulation (ICMS)

Intracortical microstimulation (ICMS) iabrain stimulation method that requires
stimulationelectrods placed into th@parenchyma of the nervous systdémiring ICMS,
small current injectiomfrom microelectrodecanchangethe electrical potential of
extracellular spaceearbythe electrode. Tlse fluctuatiors can inducdransmembrane
current inneurors, and may initiateanaction potential if the curremt suprathreshold.

Thestimuation waveform also affects the ICM&utcomesif direct current is applied, a
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largequantityof charge will be irgcted into the brain. This will lead to oxidization of
water at the electrode surfa@dderrill, Bikson, & Jefferys, 2005and produce bubbles of
hydrogen gas as well as free radicAlsa consequencéhe electrode will bedegraded,
and neural tissue will be damaged bgstinbyproducts. Téproblem can be solved by
applying alternating pulsdkilly, Hughes, Alvord Jr, &Galkin, 1955) With this
technique, the charge will not accumulate at one electamdigjuantities of possibly
neurotoxic substances can be significantly reduBeth negative and positive currents
stimulation can activate neural tissue. Cathodallgtitiron depolarizes the cell
membrane directly, whereas anodal stimulation causes local hyperpolarizaticanand
causedepolarization elsewhere on the cell membi@eMent & Ranck Jr, 19697
common pulse used by many researches has a width of 0.2 ms per phase with an interval
of 0 to 0.1ms, and amplitude below 180A(Tehovnik, 1996) Under tleseconditiors,

the stimulation can be applied safelerseveral dayg§Agnew, Yuen, McCreg, &
Bullara, 1986)

Deep Brain Stimulation (DBS)

DBS is a neurosurgical procedure involvipgrmanenelectrode implantation in
the brain.The dectrical impulse aresent taspecific brain aresvia the electrodsg, to
treatspecific diseasmdications DBS has been usetinically for treatingmovement
disordes for about 20 yearsand shows promisingxperimentaftesulsin treating
depression and epilepsy. Thill mechanism of DBS is still unclear. Electrophysiology,
imaging and biocherairy method have been used to rewseahe parts abhe mechanism

of DBS. This is well summarized bydupaand Cher{Udupa & Chen, 2015)
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The DBS targeandstimulationparameters ardependent on the diseasegeted
Commonly usedargetsfor movement disordemrethe Globus pallidus interna (GPi),
subthalamic nucles (STN),andthalamic ventral intermediate nucleus (Vim)

A commonstimulationvoltageused in DBSs between 1 and ¥, pulse widtls
arebetween 60 and 25@s, andrequencesbetween 5EL180Hz. The mechanissof DBS
maydepende on the disease, the stimulation metadithe animal model used.
Transcraniamagnetic stimulation (TMStudesshowed theDBS can changte
excitability of motor cortexand the effect is dependent on the stimatabcation and
clinical condition(Hershey et al., 2003l also showed that DBS may induce plastic
changes inside the target regi@radinaru, Mogri, Thompson, Henderson, & Deisseroth,
2009) Electrophysiologicaktudiesshoweddecreased neuronal firing rate the target
area with DBS in theubthalamic nucleu$STN) andglobus pallidus internu&Pi)

(Filali, Hutchison, Palter, Lozano, & Dostrovsky, 2004hich is consistent with the
neuronal inhibition hypnosig.he explanation is that higirequency stimulation
increass potassium currestand decreasssodium currerg(Beurrier, Bioulac, Audin, &
Hammond, 2001; Shin et al., 200Another explanation is that the repeated slation
depletesieuronal energy and cassy/naptic activity failurLozano, Dostrovsky, Chen,
& Ashby, 2002)Analysis of the firing pattern of tHeasal gangligdBG) circuitsindicated
that reduction of entropy could be a mechanism of (B8wn & Eusebio, 2008)
Neuroimaging studies on DB#verevealedeffects omeuronal networkéKo, Tang, &

Eidelberg, 2013)it also has been found toodulate several neurotransmitter systems
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like dopaming adenosingGammaaminobutyric acidGABA), glutamate, and serotonin
(Udupa & Chen, 2015)

1.2.2 NonrinvasiveSimulation Method

Transcranial Direct Current Stimulation (tDCS)

Transcranial direct current stimulation (tDCS) isaa-invasive brain stimulation
techniqudor modulating central nervous system excitability. The technique is achieved
by attachingwo or moreelectrodes on the head. The electréttssationis critical, as
the relative location of electrodes results in significant differences in where and how
much current is delivered to the brain. The locatioalettrodes is typicallgpecified
using the International 3P0 EEG measurement system, as this method is reproducible
for different head size@Voods, Bryant, Sacchetti, Gervits, & Hamilton, 20&b)sing
other eference locations on the scalys an examplehe stimulating electrodmay be
placed over the motor cortex (M1) aadeference electrodadacedover the contralateral
supraorbital ridg€Stagg& Nitsche, 2011) An example of a full setup tDCS experiment
is shown inFigure 1.9. In genera) anodal stimulation causésthought tancrease neural
excitability, whereas cathodal stimulation results in decreased excitability. The effect
may lastfor sometime after tDCS applicatiohas cease(iafter effecf). The induced
short or longlasting after effectdepend on the applied current intensity, current density,
current injection time and electrode pafgriCommonly used current intenigisarel-2
mA. A typical tDCS therapyuration is less than 20miriBhe arrent densityapplied
depend on electrode sizeand it is usually less than 0.06 mA&(Kuo, Paulus, &

Nitsche, 2014)
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Figurel1.9 lllustration of tDCS experimenshowing(a) currensource, (b) stimulation
electrode, (c) reference electrode at contralateral orbit, (d) TMS stimulator, (e) TMS caoil,
(f) electromyography electrodes for recording Muscle evoked potenttatsfigure is

adapted fronNitscheet al.(M. A. Nitsche, Boggio, Fregni, & Pasctiaéone, 2009)

High-intensity &2 mA) current can lead to increasing excitabiatyoth current
polarities The typical relationship betwegolarity of current flow and excitabilityzan
be reversed during a cognitive taslereas a redudeexcitability may be observed
during a motordskfollowing both anodal and cathodal stimulation. The state of affected
neurons (e.g., tasks, practice, fatigue) prior to stimulation can also change thsoéffect
stimulation(Filmer, Dux, & Mattingley, 2014)Neurons in deep cortical layers were
often deactivated by anodal and activated by cathodal stimu(&iagg & Nitsche,
2011) It has been hypothesized thBICS modulateneural activity byaffecing the
resting membrane potenti. Nitsche et al., 2003; M. A. Nitsche, Kuo, et al., 2009; M.
A. Nitsche et al., 2004; M. A. Nitsche et al., 200d%)t the mechanism of this neuronal

excitability modulations notyet fully understood.
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Transcranial Alternating Current Stimulation (tACS)

Transcranial alternating current stimulation (tA@Sternally applieslternating
electrical currentso stimulate the brain armhnalsoinfluencecorticalactivity (Antal et
al., 2008) The efects of tACS areaffected by 3 factors: frequency, amplitudad phase.
It has beeshown that tACS withn the EEG frequencyange(0.1-80 Hz) can
synchronize neuronaletworks andnduce oscillatory brain activity changeStudies
usingtACS shovedan intensitydependent effect at 140 Han 0.4 mA intensity was
found toinhibit the neural activitywhile 0.2, 0.6 and 0.8 mitensitieshad no
significanteffect(Moliadze, Atalay, Antal, & Paulus, 201Bolaniaetald s st udy
showed that cognitive performance increased whenukiting the left frontal and
parietal cortex by 6 Hz in phase, and decreased when out of (ftudam, Nitsche,
Korman, Batsikadze, & Paulus, 201Bpwever as with tDCSthe mechanism
underlying these effectsave not yet beenclarified.

A form of tACS has also been found useful in treatnoéirain cancer: a 200
kHz frequency has been used for treatiegurrentglioblastomaand showed promising
result without side effe¢Kirson et al., 2007)

Transcranial Magnetic Stimulation (TMS)

Transcranial magnetic stimulation (TMS) isoghernortinvasivebrain
stimulationmethod. DuringrMS stimulation, ashort pulse oélectric current ipassed
through a magnetic coil, which turninduces arief, high-intensity magnetic fieldThis
inducedmagnetic fields perpendicular to the coil plarend has a maximum intensity of

2 Tesla and las$ about 10Qus. This inducednagnetic field can induce a perpendicular
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electric field inside the brain am@n either excite or inhibit a smalbrtical region
beneath the coilMS is often used to locate the motor cortex by positioning the coil
such that a wtor-evoked potential (MB)is produced, and a muscle twitasults The
neuronal elemesnfparallesto the induced electric fieldremostly activatedy the field
geometry The most commomagneticcoil shapesrefigure-eight and rond. Figure-
eight coik produceafocal field shape about the coiitersectiorpoint,and ound coib
produce larger field TMS pulses maybe single pr high-frequency (150 Hz) repetitive
(rTMS). Single pulse TMS isonsideredrery safe However,r TMS has the potential to
causeseizure(Hallett, 2007) Because of thesk of seizure, a set shfety gui@ lines for
TMS was producethy WassermanfWwassermann, 19983oth TMS and rTMS have
been used fomapping the motor cortefWVassermann, McShane, Hallett, & Cohen,
1992) studyingthe function ofthe motor systen{Chen et al., 1997helpng localize
memory processgdulleners, Chronicle, Palmer, Koehler, & Vredeveld, 2001)
understandingprain physiobgy (Ziemann, Rothwell, & Ridding, 1996xndinducing
neural plasticitfChen et al., 1997; Pascuatone, VallsSolé Wassermann, & Hallett,
1994) At 0.9 Hz, TMS was found to depress motor cortex excitalfilityen et al.,
1997) TMS alsohaspotertial therapeuti@pplicationssuch asn treatingP ar ki nsonds
diseasedystonig and stroke. This maybe becad®dS stimulationhas been found to
change synaptic strengtHallett, 2007)
1.3 Magnetic Resonance Imaging (MRI)

MRI is a modern medical imaging technique that requires stragnetic field

and radidrequency spectrometrits noninvasive and notionizing nature distinguishes
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it from other medical imaging techniques such aRa¥, CT,andPET. An MRI scanner
is composed of a superconducting electromatrenerates ammng static magnetic
field, multipleradio frequency cail that are used to generate and receive RF energy from
the subject being imaged, and gradient coilsdhatised to create spatial magnetic field
variationin all three spatial directions
1.3.1Physical Principles

MRI has a variety of applications, but they all share the same physical principles:
Thenuclear spirstatusof atomscan be changed by radio frequency YRElses. Protons
are the mostitilized nucleus in medical imaging. They can be viewed as spinning
positive charged spheres. Timtonspinsarerandomly oriented in the absence of an
external magnetic field. No signal can be received because the neadtipaijon is zero
in this condition. Once an external magnetic field is applied, each pxaitare-orient
and spin around the axis which is aligned with the magnetic field. Thus, a net
longitudinal magnetization (M) aligrdwith the main magnetic fielgicreated. This
phenomenon is called precession. The spin precession frequency is called the Larmor
f r e g u @)@ s rélationship witthemagnitude othemain magnetic field (B
and the gyromagnetic ratio (2) is expressed
S . (1.7)

In order to measure sigrsaRF pulse at theLarmor frequencyreused to tip the
magnetizatiorawayfrom the longitudinal plane (Mto the transveesplane (My) and
force the nuclei in phase. Once RE pulse is removed, the syststartsto return to

equilibrium.Nuclei startto diphase and the transverse magnetization starts to disappear
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This phenomenois known agransversal relaxatiodmMeanwhile the longitudinal
magnetization returns to its ginal size, which is called longitudinal relaxation. During
these processes the protons emit RF energyc#mbe detected by receiver soilhe
spirtlattice relaxation time (T1is a time constant used describehow (M) returns to
equilibriumstatus.This process is described by equation 1.8.
) - p AT, (1.8)
where M is the equilibrium magnetization.

The spinspin relaxation time, T2, is used to describe transversal relaxatisn. Th
proaess is described by equation 1.9.
3 - AT (1.9
where- is the initial transverse magnetizatid@volution of T1 recovery and T2

decay are described in figure 1.10.

M,

T, recovery

T, decay
0.63M,,

0.37M,

T, T, Time
Figurel.10Plots of T1 recovery and T2 decahhis graphwas adapted frorivicRobbie

et al.(McRobbie, Moore, Graves, & Prince, 2017)
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Thetime T2* is similar to T2, but it considers tiedfect on transverse relaxation
of localmagnetic fieldnhomogeneity. Different tisssdéave different T1 and TZalues,
thus depending on pulse sequence timing, tteay be differentiatkin the MR imags.
Theelectromagnetic sign#thatis generatedmmediatelyafteran90° RF pulseis called
theFree induction decay (FID). It is described by equation (LiEhg & Lauterbur,
2000)

Yo 0 Q7T Q
Or
Yo 0 Q7T Q : (1.10)

Differences in T1, T2, and proton density (i.e., the numb#érediydrogenatons
per unit volumgcancause tissue contrastimages. The ggetition time (TR) and the
echo time (TE) are two key factarsdeterminghe image contrast. TR is the time
between twdRF excitation pulses. TE is the time between the RF pulse and the received
echo signalTypically, hort TR and TEproduceT 1-weightedimageslong TR and TE
produceT 2-weightedimages and long TR and short BEproducerotondensity

weightedimages Thiseffectis described in figure 11.
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a. b.

Figure1l.11 Schematic diagram of TE, TR, Técovery and T2 decain a., a shematic
description of TR and TE shownb. shows gaphsof the difference between short and
long TRsand TEs. On the leftashort TR brings higher contrast between water and fat in
T1 recovery, while on the right,long TE brings higher contrast between water and fat in

T2 decay. The figure was adapted frBitar et al.(Bitar et al., 2006)

In T1-weighted imagg tissus with short TLs(like fat) display as high signal and
tissues with long T1s(like water tissuehavelow signal.In T2-weighted imagg tissues
with long T2 values havéigh signal and tissgevith short T2shavelow signal.
Examples are shown in figurel®. In proton @nsity weighted imagetissue with higher

proton densies appeabrighter.
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(a) (b) (c)
Figurel.12 Examples off1, T2 and proton dengiwveighted imageg$?art(a) shows a
T1-weighted image, (b) F#&eighted image, (c) Protesensityweighted image. The

figure was adapted from PlewasdKucharczyk(Plewes & Kucharczyk, 2012)

To image nuclein different regions, each region should hawsiqueprecession
frequency. This is ackved by adding a gradient magnetic field alongttivee
orthogonakxes x, y,andz. Usually, magnetic field variation along thevads (B
direction) is used for slice selection, theaxd yaxes are used for frequency and phase
encoding respectivel slice selectiomgradientis always applied firsas alinear
gradient magnetic field alongBAfter that, the applied RF pulse frequemcyghanged to
matchthe Larmor frequency of the selected slice. The slice thiclsedsstediepends on
the RF pulse bandwidth. The spatial frequedifference causely gradient coils on one
slice can be described by function 1.11 and 1.12.

E O (1.11)
E O (1.12)
where G and G are the gradient magnetic field strend#iis the phase encoding time

and t is the frequency encoding time. Hmeoded MR signalsreacquiredn k-space.
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The kspace islescribed pictoriallypy PlewesandKucharczyk(Plewes & Kuclarczyk,
2012)as shown in figure 1.13.

Considering the gradient magnetic field, the signal generated by a collection of
hydrogen atoms becomes equation 1.13.
30 - ATA , (1.13)
where G is thgradient magnetic fieldtrengthand x is the location of the atonihe k-
space data is described by equation {Mdzrich, 1995)We can see that one pointk-

space contains the information the wholeslice, as

3EFE . . - A AGAU (1.14)
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Figurel.13 Schematic diagram for-&pace filling.Gradient magnetic field is shown in
(a), y-gradient turns on between t0 and tigradient turns on between t1 and t2. Nuclei
in one slicaareshown in (b), all nuclei are in phase @&tthen starto dgophase along the

y-axis when ygradient turns on, and finallygghase along the-axis when xgradient
turns on.Thek-space is shown in (ovhen ygradient turns on, the data changes from (0,
0) to (0, Al) along the {axis, then changeto (A2, Al) along the kaxis. The figure is

adapted fronPPlewesandKucharczyk(Plewes & Kucharczyk, 2012)

1.3.2Pulse Sequence
A pulse sequence diagrasused to show times at whighadients and RF

excitation pulsesre appliedn MR image acquisition. Even thoughany pulse
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sequences are availalite bothclinical or research purposethere are only two
fundamental types of pulse sequence: spin echo (SE) and gradient echd B&ER EX
al., 2006)

A spin echasequencatarts witha 90° excitation RF pulse, which is accompanied
by the slice selection gradient pulgephase encoding gradient is applied and is followed
by an18(° RF pulse and slice selection gradient pulse.

The frequency encoding gradient betwelge 90 and 180 pulse is to dephase the
spins so that they will rephase at the middle during the echo catig€inally, the
frequency encoding gradient is appliaddthe echasarecollected This is shown in
figure 1.14(a).

A gradient echeequenestarts withan RFexcitation pulsendslice selection
gradientpulse, then phase encodiag for thespin echacase At the same time, a
dephasing fregency encoding gradient is appliedensure that the maximum echo will
be received at theiddle of the echo collectioiinally, the frequency encoding gradient
is applied, and echo is collectgrt like in spin echo. This is shown in figurd 4(b).

To accelerate the image acquisition time, fast imgtechnique have been
developed. Inhefast SE sequence, a°®F pulse is followed by multiple 18&RF
pulses. Phase encoding gradsareapplied between eagair of 187 pulses. In this
way, multiple kspace lines are acquired in one TR and the scanning time can be

significantly decreased his is shown in figure 1.15.
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Figurel.14 Spin echo and gradient ecpalse sequense(a) Spin echo sequence and (b)
gradient ech@equence. Each sequence is composed of five waveforms, they are RF
pulse, slice selection gradient, phase encoding gradient, frequency encoding ,gaadient

echo collectionThe figures areadapted fronHornak(Hornak, 2008)
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Figurel.15 Fast spirechopulse sequencelhesequence is composed of five
waveforms, they are RF pulse, slice selection gradient, phase encoding gradient,
frequency encoding gradierind echo collectionThe figure is adapted from Hornak

(Hornak, 2008)
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To accelerate the image acquisition spardsRE, partial flip angleareused
instead of 90pilses The M, can recover faster in this way without much signal loss, and
TR can be decreased.

Echoplanar Imaging (EPI) ia rapid MR imaging technique which has the
potential to obtain the whole image in one TR. This is doratbynatelyswitching on
and off the phase and frequency encoding gradient repetitiuelygone TR and

covering allk-space lines in this periodn EPIpulse sequence is shown in figure€l.1

oF .*90 I180

G, I'l

Figurel.16 Echoplanar Imagingoulse sequencdhe sequence is composed of five
waveforms, they are RF pulse, slice selection gradient, phase engaafiient,
frequency encoding gradierind echo collection. The figure is adapted from Hornak

(Hornak, 2008)

1.3.3Signal and Imaging Processing
Equation 1.14 haasimilar form to the equation that defines the Fourier transform
(equation 1.15).

&S5  AOA AO (1.15)
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Thus, the image can be obtaineddgyforminga 2D inverse Fourier transform on the k
space data. The sigsarereceived by usinquadrature detectigthuseach data point in
k-spaceand in the transformed laboratory fraroentainsarealpart andanimaginary

part. Thecorrespondingnagnitude and phase imagee obtained by using equation 1.16

and 1.17 respectively.

2AAI) T AC (1.16)
OAT) I RCAAI (1.17)
Magnitude image aremostly used in clinial studes to delineate different setissue
structuresphase imagecan beuseful for studyindlow insidethetissue.
1.3.4Ultrahigh Field (UHF) MRI

Currently, 1.5 and 3 Tesla are the magnetic field streriBg)snost commonly
used inclinical MRI systems. For preclinical stied, 7 and 9.4 Tesla are standard
magnetic field since animal imagindtenrequires higher resolutioiligh field MRI
systens have both advantages and disadvantages cordpareonventional MRI
systens. In generalimages generated usihgyh field systeraprovide higher signal to
noise rati@ (SNR), aremore sensitive to susceptibility artifadieceaselrl contrast and
increaser 2 contrast, and emphasize chemical giNttkada, 2007)These characteristics
makes high field MRI a good candidate for MR spectroscopy (MRS), functional MRI
(fMRI), and Quantitative Susceptibility Mapping (QSkpplicationsPartialadvantages
and disadvantages have been summarized in tably 1addet al.(Ladd et al., 2018)
The relationship between SNR angi®generally expressealith thefunctionshown in

equationl.18:
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3.9" 7. (1.18)

Fromequation 1.18, we can see thrairease Bocan increase SNR1igher SNR
is the most attractive reason for pursuattggher magnetic field and it benefits md4R
applications. Higher SNR can be used to generate higher spatial resolutios, icaage
increaseacquisitionspeedn thedynamic imagng, and everelp identifynew MR
applicatiorsin either research or clinical diagnostics.

The RF specific absorptiaate (SAR)safetylimits are the same for all field
strengthsbut there are severatlditionalissues to be considered in higgld systens.
The RF wavelength is shortarhighfields, thus, RF heating on foci may happen.
Limitation of SAR must be reconsidered in this situatieiedler, Ladd, & Bitz, 2018)
This can be controlled by extending the repetition time, reducing the number of slices,
and lowering flip angles.

Physiologicakesponssgto the high static magnetic fiekis always a concern.
It has been reported that static magnetic fields can cause dizziness, nausea,
magnetophosphenes, and metallic ®@t#eilmaier et al., 2011 put theseeffectsare
alwaystransient A recentlyidentified effect is that higtields distorts the
electrocardiogranirhe reasoffior thisis thatthe electricallyconducting blood is being
pumped through the aortic arch at high speed. This could limiitilitg of sequences
thatrely on cardiac triggeringkeltner, Roos, Brakeman, & Budinger, 1990; Krug, Rose,
Clifford, & Oster, 2013)However, to datetherehave been ntong-term sideeffects

identifieddue to exposur highfield MRI (Ladd et al., 2018)

33



Tablel.1
Potential advantages and disadvantagehkiffh field MRI. The table is adapted from

Ladd et al(Ladd et al., 2018)

Characteristic Trend as BY Pro Con
SNR g Higher resoluplon, shortel None
scan time
SAR g None Fewer slices, smaller flip
angle, longer TR
. . . N Dizziness, nausea,
Physiological sideffects ¥ None metallic taste
T1y TOF, ASL.’ cardiac Longer scan time
Relaxation times c tagging
T27 DWI, DTI
127 SWI, BOLD
: Positiondependent flip
RF field uniformity z Parallel receptlo.,rParaIIeI angle, poor inversion,
transmission
unexpecteaontrast
. N Geometric distortions,
Susceptibility effects Y BOLD, SWI, T2 intravoxel dephasing
. . ” Fat saturation, CEST, MR Fat/water and metabolite
Chemical shift ¥ . ; A
spectroscopy misregistration
Abbreviatiors:

SNR:signal to noise raticSAR: specific absorption ratd OF:time of flight, ASL:
arterial spin labelingDWI: diffusion weighted imagingDT]I: diffusion tensor imaging
SWI: suscephiility weighted imagingBOLD: blood oxygenlevel dependentCEST:

chemical exchange saturation transfer

Phase changes due to susceptibility changes are described by equation 1.19.
yn 4% (1.19)
We can see that the phase change is dirpotiyortional to B and TE.Larger phase
effectsobserved aUHF canbenefit imagng. Spirs dephase fastéPeters et al., 2007)
and lead to a bettecontrastamong tissues with different susceptibilitiesusceptibility
weighted imaging (SWIMR phase and quantitative susceptibility mapping (QSM) also

benefitng from the hgh spatial resolution and high contrasbvided by UHF MRI.
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Improving fMRI performance wagne of thamportant reasafor developing
UHF MRI( UJ ur b i,dstince&sabdth thespatial accuracy of fMRI signals and
BOLD sensitivity However sincefMRI images are acquired with Echmanar imaging
(EPI), increased &nhomogeneity reduces the quality of EPlimagedj ur bi.l , 2014)
1.4 Functional Brain Imaging Techniques

Functional brain imaging techniques are important for studying neurology and
understanding brain function. They are either disrupbased or activatin-based, as
classified in figure 1.1™Mapping with disruptiorbased methods is done by evaluating
changes in images due to induced changes in brain function and allows correlation of
affected areas with observed image changesvationbased techniquasap the brain
by correlating observed images change with task exec{Rmuratian, Sheth,
Bookheimer, Martin, & Toga, 2003)he methodsnay beeither metabodally- or
electrophysiologic#y-basedMetabolically-based methallike fMRI andPET, typically
have high spatial resolubn, while electrophysiologicll-based methodsuch a£EG
andMEG, havehightemporal resolutionActivationbased methodsill be consideredn

the following sections.
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Functional Brain Mapping Techniques

Disruption based Activation based
Brain lesion (Stroke, trauma) EEG
ECS MEG
™S fMRI
PET
OSI

Near-infrared spectroscopy

Figurel.17 Classification of brain mappingchniquesECS = electrocortical

stimulation, TMS = transcranial magnetic stimulation, EEG = electroencephalography,
MEG = magnetoencephalography, fMRI = functional magnetic resonance imBghg

= positron emission tomographandOSI = optical imaging of intrinsic signal§he

figure is adapted frorRouratiaret al.(Pouratian et al., 2003)

1.4.1Electroencephalogram (EE@nhd Magnetoencephalography (MEG)
ElectroencephalogragiEEG) measurethe spontaneous activity of neur®an

the basis otlectrodeplacedon the scalp. Neuronal activation in the brain induces

bioelectrical currerstthat produce electric fieldEEG measusthevoltages resultingn

the surface of the headEGdirectly meaaresall electrical signals from the braibut

only significantly inthe areas close to the skull because deep brain electrical current

effects are greatlgttenuatd. EEG has excellent temporal resolution and it is sensitive to

both tangential and radiabmponents of a current source in a spherical volume

conductor. The limitatiomof EEGareits poor spatial resolutioandit is hard to identify

the sources from the scalp fiel(f@uigg & Quigg, 2006)
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Magnetoencephalography (ME@cords the magnetic fieldduced bybrain
electrial activity, rather than electrical signalérectly. Thus, unlike EEG, MEG detects
independent sources of current flomithout reference to other currents. MEG signals
arise from intracellular postsynaptic currents that flow from dendrites to the soma.
Magnetic fields generated by the neuronal currents induce an electric current within a
detection coil. The coil is coupled to @perconducting quantum interference device
(SQUID), which produces a proportional voltage output. Magnetic fields are less
distorted than electric fields by the skull and scalp, this®me caseis has better spatial
resolution than EEG. MEG is more siélve to superficial cortical activity, which makes
it useful for the study of neocortical epilepsiowever, MEG is sensitive to tangential
components of dipolar sources but not to the radial compqraerti is also hard to
locate the source dirain activity(Burgess, 2014)
1.4.2Functional Magnetic Resonance Imaging (fMRI)

The most widely used technique for brain functional imaging is functional
Magnetic Resonance Image (fMRQgawa, Lee, Kay, & Tank, 199Blood
oxygenatioAleveldependent (BOLD) contrasttise keyfactor underlyingMRI
contrast During brain activity, blood flow increases in active brain regions and decreases
deoxyhemoglobin concentrations in these areas. Deoxyhemoglobin is paramagnetic,
which can rapidlyistort the local magnetic fiel@nddephase the transverse
magnetization. Thus, deoxyhemoglobin decreases can lead to the increase of signal
intensity around active areas. The spatial resolution of fMRI is high. However, fMRI

signals are highly influendeby the vasculature in each voxel and can be affected by
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capillary orientation and vessel size. Functional MRI analysis may therefore produce
misleading results when voxels are nearby large vegsmis & Mohamed, 2006)
Another problem in fMRI is that hemodynamic responses are slower than the neuronal
activity. The signal increas typically start approximatetwo secondsifter the
beginning of the neuronal activity and reach a maximum at four to eight seconds.
Therefore, temporal resolution is limited in fMRI. Furthermore, the correlation between
neural activity and the hemodymni& response is not fully understo@hu et al., 2004)
Thus,fMRI can only be considered an indirect method of functional brain imaging.
1.4.3Neural Current Magnetic Resonance Imaging (hncMRI)

Neuronal current magnetic resonance imaging (ncNMR$)been studd over
several yearfJiang et al., 2014)The goal of ncMRI is to directly detect neuronal
activity. Neuronal activity produces a flow of ionic current across cell membranes. This
ionic current producesraagnetic flux density that interferes with the main magnetic
field (Bo), and thus can alter the phase of surrounding water protons. Theoretically, this
currentinduced magnetic field change can be detected in both magnitude and phase MR
images. However, thamplitude of these neuronal current signals is an order of
magnitude smaller than the BOLD signals and physiological iBeedettini, Petridou,
& Bodurka, 2005)Works on ncMRI include simulatidi€assara Hagberg, Bianciardi,
Migliore, & Maraviglia, 2008; Konn, Gowland, & Bowtell, 2003; Luo, Jiang, Chen, Zhu,
& Gao, 2011; Xue, Gao, & Xiong, 20Q§)hantom experimen{derzy Bodurka &
Bandettini, 2002; J Bodurka et al., 1999; Konn et al., 2088) studies in tissue

including isolated ganglifl. S. Park, Lee, Park, Cho, & Lee, 200&)tic nervegChow,
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Cook, Whitby, & Paley, 200nd human braindruong, Avram, & Song, 2008f5o0me
positive results have been repor{Bianciardi, Di Russo, Aprile, Maraviglia, & Hagberg,
2004; Chow, Cook, Whithy& Paley, 2007; Kamei, Iramina, Yoshikawa, & Ueno, 1999;
Konn, Leach, Gowland, & Bowtell, 2004; Xiong, Fox, & Gao, 20B3)r instance,

Xiong et al.(Xiong et al., 2003¢laimed that they could detect neuronal activitthie
human brain with ncMRI. However, this result was questioned by others aggtial

could have been due to fatigue or attention, which could contaminate the ndGiymnal
et al., 2004)Overall, ncMRI development has been hampered due to the extremely small
signal amplitude, as well as the presence of confounding signals émadynamic
changes and other physiological ngj$euong et al., 2008)

1.4.40therTechniques

Electrical ImpedanceT omography (EIT)

Electrical impedance tomograpfiyIT) is an imaging technique whichilizes
norrinvasive surface electrodas produce tomographic imageseadéctrical property
changesThe surfaceslectrodesneasuremultiple transfer impedansdetween each pair
and theedataareused to reconstrutie image. Usually, one measurement is made by
injecting current through a pair efectrodesand measumng the voltags resultingat
other electrodes. The injected current frequency usually is betwdeil MHz.

Hundreds of similar measuremeatecombineal with finite element modebased FEM)
inverse mathematical methodsdusedto reconstruct the internal electrical impedance
tomographic imageBayford, 2006)Regularization is required to avoid imagéfacts

caused by errors in measured voltages becaugdThaverseproblemis ill-posed.
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Impedanceof ion channels change during action potential and depolarizatiorEIT
approaches mayave the ability to imagethese changetow-frequency currentnostly
travek through the extracellular spadmut may be more likely to pass through active
cells ason channels are open. Higlequency curreistmay more easilgenetrate the
cell membrane compat¢o low-frequencycurrents Thus, impedance changaserved
arealso dependn current frequencyror directcurrent (DC), the impedanacd neuronal
cellschanges about 1%uring activity andat 10 kHz, the changearereduced to about
0.01%.However, it is possible to image this activity if electrodes are close enough to
neuronal tissue and a frequency near 1 kHz is Ugwsalfirst accurate reconstructed
images of fast neural activityverereportedby Aristovich et al.(Aristovich et al., 2016)
Near-infrared (NIR) Spectroscopy (NIRS)

NIRS hasseveraklternativenames, such as diffuse optical tomograid@T)
andnearinfrared imaging (NIRI)The physical principles of NIR&ethatNIR light
(700-1000 nm) penetratassuessuch askin, skull, subcutaneousat, and braipand
chromophores insidinesetissues absorb arstatter the lightA schematic representation
of NIRS imagings shown in figure 1.8. Thecauses oéttenuatiorof NIR light are
categorizednto threegroups: (a) Oxygedependent absorption frollemoglobin(Hb),
myoglobin (Mb), and cytochrome oxidase; éijsorptionrfrom chromophores of fixed
concentration and (c) light scatteriffeerrari, Mottola, & Quaresima, 2004)

Hb has two forms: oxygenated (oxyhemoglobin, Hb&hd deoxygenated
(deoxyhemoglobin, HbR HbO, absorption is higher for wavelengt{® > 800nm, and

HbR absorption is higher fa< 800nm. Whenthebrain is active, demand for oxygen
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and glucose increasess the regional cerebral blood supply increasies HbQ
concentrationncreasesnd HbR concentratiotiecreasesThese changes can be reflected
as ircreasedight attenuation and scattering in fNIRS. Changes in light attenuation at a
given wavelengtlis related toconcentration changes b0, and HbR(Pinti et al.,
2018)

Information provided byheseabsorptios can be relagtto brain function NIRS
provides bettespatial resolution compateo EEG and MEG, and better temporal

resolution comparkto fMRI as describedh figure 1.19.

Detector 2 Source

Scalp

Skull

CSF
Gray matter

White matter

Figurel.18 Schematic representation of NIR light traveling throtlghhead.The figure

is fromPinti et al.(Pinti et al., 2018)
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Figurel.19 Comparison of the temporal and spatial sensitivities of differenrima@sive
neuroimaging methodghis figure is fromStrangman et a{Strangman, Boas, & Sutton,

2002)

Beside hemoglobibased measuremeantytochrome oxidase also can be
measured and can provide more direct neuroaciivitymation(Heekeren et al., 1999)
Thus,NIRS has the potential to usalirect anddirect methodsimultaneouly to
monitorneuronakctivity.

Three main categories of diffuse optical measurentemte been developed: time
domain, frequency domaiandcontinuouswave (CW) measurement#\ time domain
measurement detects the phofititee distribution as they intact with tissue.
Picosecongulselight is applied and fast time resolved detector is used to receive the re
emerging photondhis information reflects tissue absorption and scattehmg.

frequency domain measuremgrihe light remains tuedon and the amplitude is
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