ABSTRACT

Movement disorders are becoming one of the leading causes of functional disability due to aging populations and extended life expectancy. Diagnosis, treatment, and rehabilitation currently depend on the behavior observed in a clinical environment. After the patient leaves the clinic, there is no standard approach to continuously monitor the patient and report potential problems. Furthermore, self-recording is inconvenient and unreliable. To address these challenges, wearable health monitoring is emerging as an effective way to augment clinical care for movement disorders.

Wearable devices are being used in many health, fitness, and activity monitoring applications. However, their widespread adoption has been hindered by several adaptation and technical challenges. First, conventional rigid devices are uncomfortable to wear for long periods. Second, wearable devices must operate under very low-energy budgets due to their small battery capacities. Small batteries create a need for frequent recharging, which in turn leads users to stop using them. Third, the usefulness of wearable devices must be demonstrated through high impact applications such that users can get value out of them.

This dissertation presents solutions to solving the challenges faced by wearable devices. First, it presents an open-source hardware/software platform for wearable health monitoring. The proposed platform uses flexible hybrid electronics to enable devices that conform to the shape of the user’s body. Second, it proposes an algorithm to enable recharge-free operation of wearable devices that harvest energy from the environment. The proposed solution maximizes the performance of the wearable device under minimum energy constraints. The results of the proposed algorithm are, on average, within 3% of the optimal solution computed off-line. Third, a comprehensive framework for human activity recognition (HAR), one of the first steps towards a solution for movement disorders is presented. It starts with an online learning framework for HAR. Experiments on a low power IoT device (TI-CC2650 MCU)
with twenty-two users show 95% accuracy in identifying seven activities and their transitions with less than 12.5 mW power consumption. The online learning framework is accompanied by a transfer learning approach for HAR that determines the number of neural network layers to transfer among uses to enable efficient online learning. Next, a technique to co-optimize the accuracy and active time of wearable applications by utilizing multiple design points with different energy-accuracy trade-offs is presented. The proposed technique switches between the design points at runtime to maximize a generalized objective function under tight harvested energy budget constraints. Finally, we present the first ultra-low-energy hardware accelerator that makes it practical to perform HAR on energy harvested from wearable devices. The accelerator consumes 22.4 μJ per operation using a commercial 65 nm technology. In summary, the solutions presented in this dissertation can enable the wider adoption of wearable devices.
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Chapter 1

INTRODUCTION

About 15% of the world’s population lives with a disability according to the annual world report on disability [173]. Moreover, 100 to 190 million individuals face significant difficulties in functioning. State-of-the-art methodologies for diagnosis, treatment, and rehabilitation of this population rely on evaluations by medical professionals in a clinical environment [53]. However, as soon as the patient leaves the clinic, it is not possible to monitor their symptoms due to the lack of standard approaches [53]. The quality of life of this population can be improved significantly with the help of wearable internet-of-things (IoT) devices that combine sensing, processing, and wireless communication [48, 75].

Wearable sensors and mobile health applications are emerging as attractive solutions to augment clinical treatment and enable telepathic diagnostics [44, 46, 53]. Wearable devices have been recently used for monitoring of patients in a free-living home environment [98]. This capability allows doctors to understand the progression of symptoms over time [39]. Wearable devices have also shown promising results in the diagnosis and management of many movement disorders. For instance, studies in [132, 172] use wearable sensors and machine learning algorithms to identify essential tremor in patients. Wearable technology has also been widely used in the diagnosis and treatment of Parkinson’s disease patients [38, 178]. Despite these promising results, widespread adoption of wearable sensors and devices has been limited [53, 107].

Recent research has focused on identifying the reasons that hinder the widespread adoption of wearable devices despite their potential in improving healthcare [53, 120]. Based on these, challenges to the widespread adoption of wearable devices can be classified into three
major categories. First, conventional rigid devices are uncomfortable and awkward to wear for long periods. Therefore, users prefer not to wear them in public [120]. Second, small-form-factor IoT devices must operate under extreme energy constraints, since large batteries are prohibitive [53]. Finally, the value of wearable IoT devices must be demonstrated by high-impact applications to expedite their adoption [53]. This dissertation addresses these challenges by making contributions in wearable device design, energy-neutral operation, and a comprehensive human activity recognition framework, as outlined in the next section.

1.1 Contributions

Wearable IoT devices have recently attracted significant attention due to advances in sensing, low-power processing, communication, and radio technologies [75, 97]. In particular, flexible hybrid electronics (FHE) technology offers great potential for sensor-rich wearable applications [21, 84]. FHE technology combines the performance advantages of conventional CMOS technologies and the form-factor advantages of flexible electronics. Our first contribution uses FHE technology to design a flexible wearable device for health monitoring. The device consists of a TI-CC2650 MCU, Invensense MPU-9250 sensor, and other components mounted on a flexible substrate. Since we target recharge-free operation, we use a flexible PV cell and energy harvesting circuitry to harvest energy from ambient light. We envision that the wearable prototype and its extensions can be used to create an open-source hardware/software ecosystem for health monitoring [16].

The limited battery capacity of wearable devices has led to the study of energy harvesting. Solar energy harvesting using PV-cells is one of the most promising techniques adopted by many recent studies [3, 125, 137]. Ambient energy harvesting necessitates the development of algorithms to efficiently manage the harvested energy such that device lifetime can be maxi-
mized. To this end, Kansal et al. [83] propose the concept of energy-neutral operation where the energy used by the device in any given period is equal to the harvested energy. Algorithms for energy-neutral operation are proposed in [83, 167]. However, these solutions do not consider application requirements in their algorithms. Therefore, our second contribution proposes a recharge-free solution for wearable devices [23]. We use a dynamic programming approach to enable optimal allocation of the harvested energy. We first calculate the optimal energy allocation using a closed-form formula. Then, we use a novel runtime algorithm that revises the allocations as a function of variations in the harvested energy. This contribution aims to address the challenge of frequent recharging of wearable devices.

Our third contribution proposes an online learning algorithm for human activity recognition (HAR). HAR aims to identify user activity, such as standing, walking, and jogging, by processing data acquired from sensors. HAR is important for personalized health care as one of the first steps in the treatment of movement disorders is to understand the daily activities of patients [44]. Therefore, HAR using wearable devices has attracted significant research attention [29, 131]. Smartphones have also been used for HAR recently [153]. These approaches use offline training and online inference that does not scale well to a large number of users. Therefore, there is a need to enable online learning for HAR. At the same time, training from scratch for all users can be slow and computationally intensive. To avoid this overhead, we develop a two-step framework for HAR [15]. This framework allows us to perform efficient online updates to a HAR classifier for new users. As part of this work, we collected activity data from 22 users while performing seven activities. The dataset has been released to the public as part of this dissertation.

One of the challenges in online learning for HAR is determining the appropriate information to transfer from classifiers learned on one set of users to a different set of users. In the context of neural networks, we need to carefully determine the number of layers to transfer
between users. The transfer ensures that the general features are preserved among users while avoiding overfitting to a single user. To address this issue, we employ transfer learning to adapt convolutional neural networks (CNN) trained offline to new users. Using representational analysis of CNNs [113], we show that the first few layers of the CNN provide features that are general for all the users. Using this insight, we transfer the CNN weights to new users and perform fine-tuning for only the deeper layers of the network. Evaluations using three datasets show that our approach achieves up to 43% accuracy improvement when compared to accuracy without using transfer learning. We also reduce the training time by 66% while maintaining the same accuracy as training from scratch.

Next, we combine the HAR framework and the energy allocation algorithms to enable a runtime energy-accuracy optimization method for energy harvesting IoT devices. These devices need to maximize their accuracy and active time under a tight energy budget imposed by the battery and form-factor constraints. To this end, we consider energy harvesting devices that run on a limited energy budget to recognize user activities over a given period. We propose a technique to co-optimize the accuracy and active time by utilizing multiple design points with different energy-accuracy trade-offs. The proposed technique switches between these design points at runtime to maximize a generalized objective function under tight harvested energy budget constraints. We experimentally validate the proposed approach using a custom prototype based on TI Sensortag [159] IoT board and real energy harvesting data.

Finally, we present the first fully integrated custom hardware accelerator for HAR that enables operation on harvested energy. It integrates all steps of HAR, i.e., reading the raw sensor data, generating features, and activity classification using a deep neural network (DNN). We synthesize the hardware engine using the commercial 65 nm low power technology node. Extensive evaluations show that the hardware engine consumes 22.4 µJ per operation, which is the lowest energy consumption reported in the literature.
In summary, this dissertation makes the following contributions:

- Wearable IoT devices using flexible hybrid electronics [16, 21, 26],
- Energy-neutral operation through optimal energy harvesting and management [23],
- Online learning framework and open-source dataset for human activity recognition [15],
- A transfer learning framework for human activity recognition,
- Runtime energy-accuracy co-optimization for energy harvesting IoT devices [14],
- An ultra-low-energy hardware accelerator for human activity recognition [25]

The rest of this dissertation describes each of these contributions in more detail. Specifically, Chapter 2 describes our open-source wearable platform for health monitoring. Chapter 3 details our algorithm for near-optimal energy allocation in wearable devices. Chapters 4 and 5 describe the online learning and transfer learning frameworks for the human activity recognition application, respectively. Chapter 6 presents our runtime energy-accuracy optimization framework for wearable devices. The ultra-low-energy hardware accelerator for HAR is presented in Chapter 7. Finally, Chapter 8 concludes the dissertation and provides directions for future work.

1.2 Summary of Publications

The work presented in this dissertation is based on research manuscripts written by the author [14–16, 21, 23, 25]. In addition to the design, optimization, and applications of wearable devices, the author has also worked on the reliability analysis of FHE devices [17, 59, 161]. Specifically, the author worked on developing models to estimate the stress experienced by FHE devices under various bending conditions. This modeling helps in reducing the number of test patterns that have to be performed mechanically, leading to significant savings in test time.
The author has also worked extensively on thermal and resource management in mobile platforms. Mobile devices, especially smartphones, are making a profound impact on multiple areas of human life, including communication, education, and health. In order to meet the increasing performance requirement of applications, mobile processors integrate multiple CPU cores, GPUs, and specialized processors in a small form factor, which leads to an increase in the power density. Higher power density, in turn, leads to increased junction and skin temperatures. A high junction temperature degrades reliability while a high skin temperature deteriorates the user experience.

Power and temperature form a positive feedback loop that can lead to a thermal runaway in an unstable system. Therefore, there is a strong need for a formal analysis of the power consumption-temperature dynamics in mobile devices. The author’s work in [18] presents a theoretical analysis of the power-temperature dynamics in mobile systems. It reduces the thermal hotspots in a mobile platform to a single-input-single-output system to provide the region of convergence of the power-temperature dynamics in the system. It also provides an analytical method to determine the steady-state temperature of the system at runtime.

We extend the analysis to a multiple-input-multiple-output system in [20]. Then, we use the thermal stability models to design a control algorithm that manages the temperature of the system without affecting the performance of the application. Experiments on the Odroid-XU3 board [72] show that the control algorithm regulates the temperature with a minimal loss in performance when compared to the default thermal governors.

The stability analysis of mobile processors allows us to understand the steady-state dynamics of the system. At the same time, we must ensure that the temperature of the system does not violate the thermal constraints under dynamically changing workloads. To this end, the author’s work in [19] provides a case study of the thermal behavior in two modern mobile processors. We also propose a predictive thermal management algorithm that uses predictions of
future temperature to make dynamic frequency management decisions such that the thermal limit is not violated [24]. Experiments on the Odroid-XU3 board [72] show that our algorithm successfully regulates the maximum temperature and decreases the temperature violations by one order of magnitude while also reducing the total power consumption on average by 7% compared with the default solution.

Along with thermal management, modern mobile platforms must manage the number of active cores and their frequencies optimally as per the changing requirements of applications [22, 109]. This problem is challenging because the number of possible configurations grows exponentially, and it is infeasible to search over the large number of configurations. Existing heuristics are also not efficient because they rely on resource utilization, which does not provide insight into workload characteristics. To address these issues, the author contributed to approaches that enable runtime resource management with Pareto-optimal configuration selection [66] and imitation learning [108, 109]. These approaches provide significant improvements in performance per watt when compared to the default interactive governor.
Chapter 2

OPENHEALTH: OPEN SOURCE PLATFORM FOR WEARABLE HEALTH MONITORING

2.1 Introduction

Movement disorders are becoming one of the leading causes of functional disability as a result of an aging population and extended life expectancy [52]. For example, Parkinson’s disease (PD), essential tremor (ET), epilepsy, and stroke affect more than 70 million people worldwide [44]. Diagnosis and treatment of movement disorders currently rely on tests and observations made by specialists in a medical facility, who prescribe medication and therapy based on these observations [107]. However, clinical visits, which are typically weeks apart, capture only a snapshot of the symptoms [54]. The low frequency of visits introduces complications in therapy decisions, since symptoms vary over time, and patients’ recall accuracy is not reliable [120]. Moreover, access to highly-trained specialists can be challenging in many parts of the world.

Wearable sensors and mobile health applications are emerging as attractive solutions to augment clinical treatment and enable telepathic diagnostics [44, 53, 54, 120]. Wearable technology allows for continuous monitoring of user movement in a free-living home environment. This capability helps in capturing the progression of symptoms that change over time. Furthermore, it enables evaluating the prescribed therapy on an individual basis [74, 107, 110]. Similarly, wearable sensors and smartphones have shown promising results in the diagnosis of ET [44] and detecting seizures in epilepsy [120]. Studies have also shown that both patients and health professionals (HPs) value the interactive information available from wearable
monitoring. Hence, wearable sensors coupled with telepathic diagnostics can greatly improve health care [74, 120].

Despite the promising results demonstrated so far, widespread adoption of wearable technology is hindered by both technology and adaptation challenges. The International Parkinson and Movement Disorders Society Task Force on Technology identifies the major challenges as non-compatible platforms, the clinical relevance of the “big data” acquired by sensors, and wide-spread/long-term deployment of new technologies [53]. According to the task force, open source projects can help in addressing these challenges by providing a common platform, with standardized hardware (HW) and software (SW) tools, driven by burning clinical needs. Several open source solutions for medical devices have been proposed recently. The work in [116] surveys open source devices for infusion pumps, brain-computer interfaces, CT scanners, and physiological monitoring. Among these, the e-Health\(^1\) sensor platform is the most relevant for movement disorders, as it provides sensors for monitoring motion. However, the e-Health sensor platform comes in a large form factor, making it unsuitable for long-term wearable use.

The goal of this chapter is to discuss the major barriers to the widespread deployment of wearable health technology and present the OpenHealth framework as a potential solution. OpenHealth is an open source HW/SW platform for wearable health monitoring. Our vision is to bridge the gap between isolated research activities, health professionals, and technology developers by facilitating research using a common platform, standards, and data sets. Our open source release\(^2\) includes all the HW and SW files of the OpenHealth platform, which includes energy harvesting circuitry, a modular sensor hub, processing hardware, a wireless modem, software drivers, and application-programming interfaces (API). Our initial application

---

\(^1\)https://www.cooking-hacks.com/documentation/tutorials/ehealth-biometric-sensor-platform-arduino-raspberry-pi-medical

\(^2\) https://sites.google.com/view/openhealth-wearable-health/home
area is activity monitoring for movement disorder patients. Future versions of our open source platform will include applications, such as fall detection and seizure detection in epilepsy. We also provide reference implementations and data sets for human activity and gesture recognition applications. This feature aims to enable researchers who focus on applications to use OpenHealth without dealing with hardware details. All the hardware design files, software repository, and data sets are released under the GNU General Public License.

The rest of this chapter is organized as follows. Section 2.2 overviews the challenges faced by wearable technologies and our solution strategies. Our vision for the operation of OpenHealth and implementation details of our current release are discussed in Section 2.3 and Section 2.4, respectively. Finally, Section 2.6 summarizes our future directions.

2.2 Wearable Health: Challenges and Solutions

We classify the barriers to widespread adaptation of wearable health technologies as adaptation and technical challenges, as detailed in Figure 2.1. The adaptation challenges include social and user-specific barriers that prevent widespread deployment. In contrast, the technical challenges include barriers faced by the designers of the wearable platforms.

**Adaptation Challenge 1 - Comfort:** A substantial number of patients who participated in previous studies have reported feeling self-conscious when using wearable devices. They anticipate that the wearable device might be a probable cause of stigmatization [82, 120]. The users also expressed feeling embarrassment and awkwardness when wearing the sensor in public. It was stressful to even wear the sensor for some patients [82, 120]. To address this challenge, we propose devices based on flexible hybrid electronics, as illustrated in Figure 2.4(a) and detailed in Section 2.4.1. This approach enables physically flexible or stretchable devices that can blend in with clothes, such as a knee sleeve [15].
Adapt. Challenge 1: Comfort
Concern for performing daily activities and feeling awkward

Adapt. Challenge 2: Compliance
Burdensome for continuous use and maintenance

Adapt. Challenge 3: Privacy
Concerns for transmitting and sharing private data

Tech. Challenge 1: Data storage
Sensor data is much larger than the memory of wearable devices

Tech. Challenge 2: Relevance
Clinically relevant subset of sensor data has to be identified

Tech. Challenge 3: Compatibility
Different sensing/computation HW and systems hinder repeatability

Wearable form factor
Physically flexible design that can blend in with clothes

Self-powered
Energy-efficiency, harvesting and optimal allocation

Local processing
Processing capability and low-power secure communication

Secure communication
Limited data communication through secure connection

Modularity and scalability
Support for adding new sensors, and a software library

Open Source Community
Common set of devices and standard APIs to utilize them

Adaptation Challenge 2 - Compliance: Participants in prior studies reported difficulty in using and charging the device regularly. It is difficult for a patient to charge the device since it may involve taking the device off and wearing it on again [120]. Larger and bulky batteries help in increasing the lifetime of the device, but they also make the device uncomfortable to wear. Studies have also shown that many patients find wearable devices uncomfortable or burdensome and stop using them after some time [44]. Thus, the device should be able to operate autonomously with minimum human intervention. Therefore, OpenHealth includes energy harvesting and dynamic energy allocation, which can eliminate battery charging requirements [23]. Furthermore, the OpenHealth platform operates autonomously to facilitate use without human intervention. More specifically, it automatically turns on, manages the power states, and communicates with a host device, such as a smartphone, when it senses motion, as described in
Section 2.4.1. The physically flexible form factor also promotes compliance, as illustrated in Figure 2.1.

**Adaptation Challenge 3 - Privacy:** Prior studies have shown that data privacy and security are among the primary concerns about using wearable devices for health monitoring [120]. Raw sensor data could be transferred to the cloud for the identification of technology-based objective measures (TOMs). Raw data transfer can cause security pitfalls as the sensor data contains sensitive information about the patient’s health. The first solution to this concern is processing the user-specific data locally to the maximum extent possible. For example, motion data from PD patients are processed locally to extract clinically relevant information. Then, *only the processed data* is transmitted through a secure channel *only to the health professional in charge.*

**Technical Challenge 1 - Data Storage:** Wearable sensors can collect a large amount of data. For instance, a 3-axis accelerometer alone can collect more than 5MB of data in one hour, while the local storage capacity of wearable devices is in the order of few megabytes. Hence, long-term storage of raw data is not sustainable. Since transmitting the raw data would quickly deplete the battery, it is not a viable option either. Therefore, the proposed solution provides local processing capability, as well as a library of signal processing and machine learning algorithms, as detailed in Sections 2.4.1 and 2.4.2. This strategy also benefits the privacy challenge.

**Technical Challenge 2 - Relevance of Sensor Data:** Large amounts of sensor data do not necessarily mean that all the data are clinically relevant [53]. In fact, a high volume of data can dilute its direct applicability [107]. Hence, sensors and algorithms should effectively extract relevant information for individualized patient treatment [44, 107]. We address this challenge through two mechanisms. First, the proposed platform features a modular sensor hub that allows adding new sensors for specific use-cases. Furthermore, the proposed platform provides hardware support and built-in functions, such as a variety of filtering and bio-marker gener-
Figure 2.2: (a) Current practice of healthcare for movement disorders, (b) Envisioned solution with the use of open source wearable platform

Technical Challenge 3 - Compatibility: The International Parkinson and Movement Disorders Society Task Force on Technology emphasizes that the majority of technology development efforts operates within its own “islands of expertise”, with limited compatibility among the systems [53]. Since devices from distinct manufacturers may give non-compatible results, it is difficult to integrate data provided by different devices. In order to bridge this gap, we propose an open source design methodology where the wearable devices are derived from a common base platform, as illustrated in Figure 2.2(b) and detailed in Section 2.4. The compatibility of the proposed solution is improved by using the same underlying hardware, pre-processing software, and standard interfaces. This also facilitates comparing results from different research groups. Finally, open source solutions can constitute the foundation for commercial products, which add new proprietary intellectual property (IP) on top of the commonly used solutions.

Reliability and robustness: In addition to addressing the adaptation and technical challenges, we must ensure that wearable devices are reliable and robust. Reliable and robust design of the device ensures that the device remains operational when subjected to stress during normal
use by patients. Common causes of stress for wearable devices include bending, rolling, and folding by patients as a result of their activities [65]. We simulate different bending patterns in a finite element simulator (COMSOL) to test the reliability of the device before the manufacturing process.

The device must also be able to continuously sample the sensors, generate the features, and notify a caregiver in case emergencies. This is especially important for life-threatening emergencies such as seizures in patients with epilepsy. In our proposed solution, we aim at continuous energy-neutral operation by incorporating energy harvesting and a backup battery in the OpenHealth platform [23]. Furthermore, we perform on-device processing of the sensor data such that the latency of transferring the sensor data to a host device can be avoided.

2.3 OpenHealth Vision

Patients with movement disorders primarily interact with health professionals during office visits, which are typically weeks apart. Recently, smartphone apps and fitness trackers have been employed to monitor patients’ symptoms during their daily life [54], as depicted in Figure 2.2(a). Although this is a useful starting point, these devices are not designed to take into consideration the patients’ needs. Instead, the patients and health professionals provide feedback after using the device. Hence, they do not address the social and technical challenges, such as comfort, compliance, and clinical relevance, as discussed in Section 2.2. Consequently, the connection between the patients’ needs and device capabilities is loose.

OpenHealth aims to provide a comprehensive framework that enables a tighter and systematic interaction between all the stakeholders in wearable health monitoring, as illustrated in Figure 2.2(b). Open source communities can bridge isolated research efforts, health professionals, and HW/SW developers to address the social and technical challenges [53]. In this
framework, health professionals provide needs and clinically relevant TOMs to the developers. TOMs are defined as technology-based objective measures provided by device-based clinical tests conducted in a standardized environment to have an objective assessment of specific behavior related to a movement disorder [53]. TOMs can also include the tests self-administered by patients to monitor symptoms in everyday life. TOMs help the health professionals in assessing patient symptoms such that the quality of care can be improved [53]. The second input consists of the preferences of the patients, who are the end users of the wearable devices, as shown in Figure 2.2(b). The preferences include materials used in the device, form factor, and battery life. These inputs from HPs and patients ensure that the wearable devices developed meet the requirements of the users from the onset, rather than relying on customer feedback.

The open source hardware and software is developed with the inputs from health professionals and users to address their requirements and needs. The OpenHealth platform also includes standard APIs, reference applications, and data sets. These APIs can be used by researchers to develop their own applications to detect and monitor TOMs without mastering the hardware design. An open source platform is important because it enables compatibility and standard comparisons of data. It can also enable the generation of common data sets for movement disorders, analogous to data sets such as the MNIST database for image recognition. This can give a boost to research in the area of movement disorders. In addition to the base open source platform, third parties can develop their own commercial applications as extensions to the base platform, as illustrated in Figure 2.2(b).

The final step in the OpenHealth architecture is the real-world usage of wearable devices by patients and clinicians for health monitoring — the wearable device supplements the existing office visits, which could be weeks apart. In our OpenHealth vision, the wearable device provides daily feedback of TOMs and other relevant parameters to both patients and their HPs.

The daily feedback allows HPs to monitor the symptoms of their patients in real-time, allowing them to make better therapeutic decisions. Similarly, patients can benefit by having access to daily feedback about their symptoms from both HPs and the algorithms on the wearable device. As a result of this daily feedback, large improvements to the quality of life of patients can be made.

2.4 OpenHealth Release

The main components of the *OpenHealth* platform are shown in Figure 2.3. The hardware stack in the base platform consists of the most commonly used sensors, a microcontroller unit (MCU), radio, and energy harvesting circuitry. Similarly, the base software stack consists of the real-time operating system (RTOS), sensor APIs, communication services, and reference applications. In addition to the base platform, the wearable platform can be extended with additional sensors, algorithms, and applications.

2.4.1 The Base Hardware

**Processing Unit:** Texas Instruments (TI) CC2650 MCU\(^4\) is the main processing unit in our base hardware. It consists of an ARM Cortex-M3 core with an operating frequency of 47 MHz. The MCU includes 20 KB of SRAM and 128 KB of programmable flash. In addition to the main Cortex-M3 core, it also includes a low power sensor controller that can run autonomously from the rest of the system. The sensor controller can be used to monitor sensors while the rest of the system is in a low power sleep state. The device is always on to ensure autonomous operation, but it waits in low power mode until it detects active motion. When motion is de-

\(^4\)http://www.ti.com/product/CC2650
tected, the device wakes up and starts collecting sensor data. Then, the MCU executes the target application, such as human activity or gesture recognition and gesture recognition. The outputs are transmitted to a host device, such as a smartphone, without any user intervention after setting the connection settings with the host device, as illustrated in Figure 2.4(b). These settings control how often the wearable device synchronizes with the host. As mentioned before, on-board processing capability allows us to perform the processing of TOMs in real-time, thus eliminating the need to transfer the raw data.

**Sensor Unit:** The sensor unit in our base wearable platform consists of the Invensense MPU-9250 motion sensor and electromyography (EMG) sensors. The MPU consists of a three-axis accelerometer and a three-axis gyroscope. They are used to track the motion of the user wearing the device. Similarly, the EMG sensor is used to record the electrical activity produced by the muscles of the user. The sensors are connected to the MCU using an SPI interface, which makes it easy to interface additional sensors in future extensions. We plan to add more sensors such as galvanic skin response and blood oxygen sensors in future versions of the device. We note that adding new sensors may require changes in layout and power supply architecture on the device.

---

Figure 2.4: (a) Wearable device in flexible form factor (b) Screenshot of the smartphone app used to control the device

**Communication:** We use the integrated RF core in the TI CC2650 as the main communication module. It consists of a dedicated ARM Cortex-M0 to support communication tasks. The RF core can support the Bluetooth Low Energy (BLE) and ZigBee protocols using a 2.4 GHz RF transceiver. The BLE interface encrypts all the data that is sent over the air, thus ensuring the security and privacy of the user data. Moreover, BLE and Zigbee can be used to create a network of devices to make the platform scalable.

**Energy Harvesting Unit:** We use energy harvesting as the primary source of energy in our wearable platform to enable sustainable operation. In particular, we use solar energy harvesting with the help of a PV-cell, as shown in Figure 2.4. The PV-cell is connected to a maximum power point tracking charger that charges the Lithium-ion battery mounted on the device. The battery is used to store the harvested energy such that it can sustain autonomous operation when the harvested energy is below the energy requirement of the device [125].
**Form factor:** The base hardware can be manufactured in both rigid and flexible forms. Figure 2.4(a) shows the device in a flexible form factor. The flexible form factor is easy to wear as a patch on the body, which makes it comfortable to use for longer periods. We focus on incorporating a flexible form factor since flexible electronics technology has the potential to change the landscape in computing using stretchable and bendable platforms. Flexible hybrid electronics (FHE) [65, 118] can enable powerful computing abilities in a stretchable and bendable form factor by taking advantage of the computing abilities of rigid processors. As a result, FHE technology allows us to perform local processing of TOMs while maintaining a form factor that is comfortable and easy to wear as a patch. The rigid form factor is useful when a more rugged operation is required, such as mounting the device on a shoe. Both the form factors use PV-cells to harvest energy from the ambient light, fulfilling the energy harvesting requirement.

2.4.2 The Base Firmware

**Operating System:** The primary operating system consists of a thread-based, real-time operating system (RTOS) from Texas Instruments. The RTOS is responsible for scheduling and maintaining all the software tasks running in the system. The RTOS also provides drivers such as I2C, SPI, and UART to interface with the peripherals and sensors connected to the MCU. We employ the SPI interface to connect the motion sensors to the MCU.

**Sensor API:** The sensor API functions as the intermediate interface between low-level drivers and the application. In our software architecture, the sensor API provides functionality to control the sensors using the I2C or SPI interfaces. Specifically, it provides standard functions that allow the application to control the registers of the sensors and read data from each sensor. The modular nature of the sensor API interface allows the developers to new sensors easily.

**Communication services:** The communication services consist of the BLE and Zigbee proto-
col stacks. The protocol stacks run on the RF core in the MCU, independently of the application. Whenever the application has to send data to another device, it sends a message to the stack, which transmits the message over the air. All the data transferred using BLE and ZigBee is encrypted to ensure the security of the data.

**Ease of development:** We use the TI CC2650 MCU to ensure that tools needed for development of software for the wearable platform are easily accessible. Hence, *OpenHealth* users can use the software development kits, debugging kits, and RTOS libraries available for the TI MCU. In addition to the software tools provided by TI, we provide standard APIs to use the sensors in the *OpenHealth* platform. Finally, we plan to create a forum that will enable the users of the platform to discuss new applications, designs, and solutions to potential issues.

2.4.3 Public Release

The design files and firmware for the base platform are available for download at the *OpenHealth* web page. In addition to HW design files, the public release also contains the base firmware that includes the RTOS, sensor API, communication libraries. To facilitate development effort and new research, we also include the reference applications and anonymous data sets collected for these applications. Users of the wearable platform will also be able to upload new data sets, thus helping in the creation of a common data repository for movement disorders. We plan to maintain an *OpenHealth* Wiki-page that will describe the steps required for manufacturing the base platform and reference applications, as well as answering frequently asked questions.

---

6https://sites.google.com/view/openhealth-wearable-health/home
2.5 Example Application Domains

The OpenHealth platform can be used to implement a variety of wearable applications ranging from fitness tracking to continuous health monitoring of patients with movement disorders. One of our focus application areas is the diagnosis and monitoring of patients with PD. For example, body motion analysis, response to therapy, and motor fluctuation monitoring of PD can be achieved with 3-axis accelerometers and gyroscopes available in the base platform. This section illustrates two reference applications included with the OpenHealth release. Adding more sensors like sweat sensors, heart rate sensors, and EEG can enable monitoring of nonmotor symptoms and progression [53].

2.5.1 Human Activity Recognition (HAR)

One of the first steps in the treatment of movement disorders is to understand what the patients are doing [44]. This objective is achieved through HAR algorithms, which aim to identify the user activity, such as standing, walking, and jogging, by processing sensor data. Since efficient HAR implementations can provide valuable insights to both health professionals and patients, we include it as one of the two reference applications. We provide a summary of the application here, while the full details of the application are present in Chapter 4. To implement our HAR application, we employ the base platform, which contains the MPU-9250 motion sensor, along with a wearable stretch sensor [15]. We use a combination of accelerometer and stretch sensors since it provides 10% higher recognition accuracy than using either sensor alone. The 3-axis accelerometer in the motion sensor is placed near the ankle to capture the swing of one of the legs. The stretch sensor is used on a knee sleeve to capture the degree of bending of the knee. During this work, we performed with 22 users and collected data for
seven activities and transitions between them. Then, the data is used to train a programmable neural network that can recognize these activities in real-time. Our experimental evaluation shows that we achieve accuracy greater than 90% for all the activities, as shown in Chapter 4. The application consumes about 12.5 mW power for recognizing a single activity. The user data, as well as the implementation of the HAR application, are included in the OpenHealth release.

2.5.2 Gesture Recognition

Gesture recognition is another application that is very useful in the context of health monitoring. Gesture recognition can be used in applications such as gesture-based control and interaction with assistive devices. We implemented a gesture recognition application that uses the accelerometer sensor in the base platform. The device is mounted on the wrist of the user to record the accelerometer data when the user is performing a gesture. We then use a NN classifier to recognize gestures, such as up, down, left, and right, which can be used to control assistive devices. Experimental evaluations using seven users show that the wearable device can recognize gestures with an accuracy of 98.6% while having an active power consumption of about 10 mW. Our implementation of the gesture recognition application [122–124] and the corresponding data set is available with the release of the wearable device.

2.6 Summary and Future Directions

This chapter presented the OpenHealth platform for open source health monitoring. It discussed the need for wearable health monitoring and the challenges faced by wearable devices before their widespread adoption. Then, it presented the hardware and software details of
the OpenHealth platform. Finally, we provided example applications for human activity and gesture recognition using the proposed wearable platform.

In order to assess whether the wearable device is able to address the challenges and meet our vision, we will conduct extensive user studies with movement disorder patients. We also plan to design custom SoC with reconfigurable NN accelerators to reduce the power footprint into the $\mu$W range. Furthermore, we will integrate additional modalities of energy harvesting, such as body heat and body motion. These will be key enablers to sustainable and maintenance-free operation.
Chapter 3

NEAR-OPTIMAL ENERGY ALLOCATION FOR ENERGY HARVESTING IOT DEVICES

3.1 Introduction

Advances in low power sensor, processor and wireless communication technologies enable a wide range of wearable applications. For instance, small form factor and low-cost IoT devices offer a great potential for non-invasive healthcare services that are not limited to any specific time or place [9, 42]. Exciting, and possibly pervasive, applications include health monitoring, activity tracking, and gesture-based control [126]. However, small form factor and low cost constraints severely limit the battery capacity. Therefore, harvesting ambient energy and optimal energy allocation are crucial for the success of wearable IoT devices.

Energy limitation is one of the major problems faced by wearable applications. Bulky batteries are heavy and inflexible, while small printed batteries have modest (3.16–29.6 mWh/cm$^2$) capacity [92, 95, 170], which requires frequent charging. Therefore, it is imperative to exploit ambient energy sources such as light, motion, and heat. Recent studies show that photovoltaic (PV) cells can provide 0.1 mW/cm$^2$ (indoor) – 100 mW/cm$^2$ (outdoor) power [164]. Similarly, human motion and heat can generate 0.73 mW/cm$^3$ [61] and 0.76 mW/cm$^2$ power at $\Delta T = 10$ K [85], respectively. Energy harvesting can be particularly effective for wearable devices, since they are inherently personalized. For example, the device can easily learn the expected energy generation and consumption patterns based on daily activities. Therefore, we adopt energy harvesting as the primary source. At the same time, the intermittent nature and current source behavior of the energy sources necessitate an energy storage element, such as a battery.
and super capacitance [137]. In this chapter, we utilize flexible rechargeable batteries as a reinforcement to provide a smooth quality of service and backup, in case the harvested energy falls significantly below expectations. The batteries we employ offer 148 mWh capacity at a 12 × 35 mm² footprint, have 2 mm thickness and weigh 1.7 g [130].

The primary goal of this chapter is to provide recharge-free wearable IoT devices that maximize the quality of service (QoS). To achieve this goal, we propose a dynamic energy optimization framework with a finite time horizon. The proposed framework channels the generated power between the battery and the IoT device, while enforcing minimum and target energy constraints to guarantee recharge-free operation. The fundamental components of the proposed framework are illustrated in Figure 3.1 and described below.

**Inputs and objective:** The inputs to our optimization framework are the initial battery energy and the expected energy harvested pattern. In addition, we also specify the minimum battery level allowed at any point in time, and the battery energy target at the end of the day. The minimum energy constraint ensures that the battery always has a reserve to perform emergency tasks. Similarly, the energy level target ensures that the battery will have a desired level of charge at the end of each day. Our goal is to optimize the work performed by the IoT device, called the utility, under the battery level constraints. We measure the utility using an increasing
function of the energy allocated to the IoT device. This choice captures the fact that more energy allocation would lead to a larger utility. At the same time, it is more general than simply maximizing the allocated energy itself, since allocating more energy may have a diminishing rate of return.

**Dynamic optimization with 24-hour horizon:** The first component of the proposed solution is a finite horizon dynamic optimization formulation, as represented by the green patterned box in Figure 3.1. We set the finite time horizon as 24 hours since the energy harvesting pattern and user activities are repeated on a daily basis with potential day-to-day variations. The 24-hour horizon is divided into equal intervals, e.g., one hour or one-minute epochs. We derive a closed-form solution that gives the optimal energy allocations for each time interval during the day by using Karush-Kuhn-Tucker (KKT) conditions [11, 31, 91]. The optimality of this solution is guaranteed if the expected energy harvesting pattern matches with the actual generated energy. However, there are inter-day and inter-interval variations in the generated energy due to environmental conditions. Therefore, we also need to perturb the energy allocations computed using expected values.

**Perturbation in each interval:** The energy allocations computed at the beginning of each day deviate from their optimal values due to uncertainties in the harvested energy and load conditions. Therefore, we also perform runtime optimization by taking the differences in the expected and actual energy values into account. For example, suppose that the one-day horizon is divided into 24 one-hour intervals, and the energy harvested during the first hour is less than the assumed value. We compute this difference at the end of the first hour. Then, we reflect the difference in the energy allocations computed for the rest of the intervals on that day. In this way, the deviations from the optimal allocation are rectified at every interval. As a result, we continuously adapt to the changes in the environmental conditions with negligible runtime overhead.
Learning the daily patterns: Throughout the day, we keep track of harvested energy in each interval and use this data to find the expected energy harvesting pattern. Similarly, user motion patterns reveal low and high activity periods (e.g., sleep and exercise times). Daily averages of this data are fed to the proposed framework. Then, this data is used to guide the energy allocations, such as allocating minimum energy during sleep, as described in Section 3.4.3.

We demonstrate the proposed framework using the hardware prototype presented in Section 3.5.1. Our prototype employs flexible PV-cells to harvest energy from ambient light. The effectiveness of our optimization algorithm is evaluated for different user activities and energy harvesting patterns obtained from an online database [4, 163]. The proposed runtime algorithm is near-optimal, since the actual harvested energy in a given interval may be different from the expected value. Therefore, we compare our results with the maximum achievable utility computed using an oracle and an offline optimization algorithm [63, 64]. We show that the utility obtained by our runtime optimization approach is within 3% of the optimal utility, which is not feasible since it assumes an oracle. Moreover, our results converge to the optimal solution as the difference between the harvested energy and its expected value diminishes.

The major contributions of this chapter are as follows:

- We present a closed-loop solution for finding the optimal energy consumption of a self-powered IoT device when the amount of harvested energy is known a priori,
- Since the actual harvested and consumed energy may differ from their expected values, we propose a novel runtime algorithm with constant time complexity for setting the energy consumption in a finite horizon,
- We demonstrate that our results are, on average, within 3% of the optimal solution computed offline for a wide range of practical scenarios using a hardware prototype. We also show that the proposed algorithm incurs negligible power consumption and execution time penalty.
The rest of the chapter is organized as follows: We review the related work in Section 3.2. We present the preliminaries and the proposed algorithm in Section 3.3 and Section 3.4, respectively. Finally, we discuss the experimental results in Section 3.5 and summarize the conclusions in Section 3.6.

3.2 Related Work

Wearable IoT devices have recently attracted significant attention due to advances in sensing, low-power processing, communication protocol, and radio technologies [71, 97]. In particular, flexible hybrid electronics technology offers great potential for sensor-rich wearable applications [21, 65, 84].

The limited battery capacity of wearable devices has led to the study of energy harvesting. Major components of an energy harvesting system are the energy source, storage, harvesting circuit, and harvesting-aware power management [137, 155]. Solar energy harvesting using PV-cells is one of the most promising techniques adopted by many recent studies [3, 125, 137]. Body heat and motion can also generate energy with the help of thermoelectric [76, 157] and piezoelectric sensors [77, 142], respectively.

Energy harvesting aware power management for wireless sensor nodes has been studied extensively in recent years [60, 83, 167]. In particular, the work in [83] presents a general framework for including energy harvesting in power management decisions. The authors maximize the duty cycle of a sensor node using a linear program formulation. To avoid solving a linear program at runtime, the authors also present a low-complexity heuristic to solve the linear program. Similarly, a linear quadratic tracking based algorithm that adapts the duty cycle of the sensor node is presented in [167]. The authors minimize the deviation of the battery level
from a specified target. However, these solutions do not consider the application requirements when tuning the duty cycle of the nodes.

Concurrent task scheduling and dynamic voltage frequency scheduling is proposed to increase the lifespan of energy harvesting systems in [102]. At the beginning of each time interval, their algorithm refines the solar irradiance estimation and adjusts the task scheduling, but it is unable to correct future energy allocations. A design-time capacity planning and runtime adjustment method to achieve long-term recharge-free operation is presented in [33]. The method derives the battery capacity that can satisfy uninterrupted operation for a year. During runtime, the duty ratio of the device is changed based on the daily operation history. However, this approach only reacts to the harvested energy variations, thus leaving room for improvement.

In wearable IoT applications, energy can be optimized by considering user activity and application characteristics. Our proposed approach learns the energy harvesting and user activity patterns. We first calculate the optimal energy allocation using a closed-form formula, assuming the expected harvesting pattern. Then, we propose a novel runtime algorithm that both revises the optimal allocation dynamically and redistributes the slack from the previous intervals.

3.3 Preliminaries and Overview

We divide the one-day horizon into $T$ equal intervals. For example, the battery energy illustration in Figure 3.2 assumes $T = 24$, i.e., each interval is one hour long. The proposed approach does not put any constraints on the level of granularity, provided that the overhead of the runtime energy allocation calculations is negligible

Energy constraints: The battery energy at the beginning of any interval $t$ is denoted as $E_t^B$.

7 Our implementation runs with one-minute intervals without any significant overhead.
for $0 \leq t \leq T - 1$. The proposed approach can work with multiple ambient sources such as a PV-cell, thermoelectric generator, and a piezoelectric device. In our experiments, we use a commercial PV-cell as the ambient energy source [57]. Suppose that the harvested and consumed energies in interval $t$ are given by $E_t^H$ and $E_t^C$, respectively. As illustrated in Figure 3.2, the battery energy dynamics can be expressed as:

$$E_{t+1}^B = E_t^B + \eta_t E_t^H - E_t^C, \quad 0 \leq t \leq T - 1 \tag{3.1}$$

where $\eta_t$ is used to model the losses of the battery and power management circuitry, including the PV cell and voltage converters. The efficiency is time-varying since it is a function of generated current. Regardless of the harvested energy, the IoT device should have enough reserves to perform an emergency task, such as detecting a fall and sending an emergency signal. Therefore, we set a minimum battery level constraint $E_{min}$. Similarly, we constrain the energy level at the end of the day from below, such that there is sufficient reserve for the next day. Hence, the constraints on the battery energy level are given as:

$$E_T^B \geq E_{target} \quad \text{and} \quad E_t^B \geq E_{min} \quad \forall t \leq T - 1 \tag{3.2}$$

Driver applications and the utility function: Although the proposed framework does not depend on any particular application, we consider health monitoring and activity tracking as the
driver applications. We monitor the user activity using a motion sensor unit that integrates an
accelerometer and a gyroscope. We also employ circuitry for real-time acquisition of physiological
signals such as electromyography (EMG) and electrocardiogram (ECG). These signals are
sampled and processed by a microcontroller unit (MCU). The processing results are transmitted
to a personal device, such as a smartphone, using Bluetooth Low Energy (BLE) protocol.

The energy requirement of the target application is determined primarily by three factors.
The first one is the active power consumption $P_{act}(f_t)$ as a function of the processing speed $f_t$
during interval $t$. In our driver applications, this includes sampling the sensors, processing the
data in real-time, and potentially transmitting data through BLE connection. The other factors
are the duty ratio $\rho_t$, i.e., the percentage of time the application is active, and the idle power
consumption $P_{idle}$. With these definitions, the average application power consumption in a
given interval can be written as:

$$P_t = \left[ \rho_t P_{act}(f_t) + (1 - \rho_t) P_{idle} \right]$$

(3.3)

A given target application needs a minimum duty ratio $\rho_{min}$ and operating frequency $f_{min}$ to
accomplish its performance requirements. For example, it may need to guarantee a certain
number of measurements per unit time. We use these requirements to compute the minimum
energy $M_E$ that should be allocated for each period. Allocating more energy can improve
the QoS by delivering higher throughput, while less energy allocation means lower QoS. We
define a utility function that expresses the quality of service in terms of $M_E$ to capture this
behavior. For illustration, a linear utility function $E_{ct}^c - M_E$ is plotted in Figure 3.3. In general,
allocating more energy has a diminishing rate of return, while allocation under $M_E$ degrades
quality at a faster rate. Hence, we employ a parameterized and generalized the utility function
that captures this behavior as illustrated in Figure 3.3:

$$u(E_{ct}^c) = \ln \left( \frac{E_{ct}^c}{M_E} \right)^{\alpha}$$

(3.4)
where the parameter $\alpha$ is used to tune the utility function for a specific user or application. We note that the algorithm presented next works with any utility function that is concave and increasing. The major parameters used in this chapter are summarized in Table 3.1.

### 3.4 Optimal Energy Management

#### 3.4.1 Problem Formulation

Our goal is to maximize the utility over a one-day horizon under the energy constraints explained in Section 3.3. Hence, we can formulate the optimization problem using Equations 3.1–3.4 as follows:

\[
\text{maximize } U(E^c_0, E^c_1, \ldots, E^c_T) = \sum_{t=0}^{T-1} \beta^t \ln \left( \frac{E^c_t}{M_E} \right)^\alpha \\
\text{subject to } E^B_{t+1} = E^B_t + \eta_t E^H_t - E^c_t \quad 0 \leq t \leq T - 1 \\
E^B_{t+1} \geq E_{\text{min}} \quad 0 \leq t \leq T - 1 \\
E^B_T \geq E_{\text{target}}
\]
Table 3.1: Summary of the major parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>Number of control intervals in the finite horizon</td>
</tr>
<tr>
<td>$\beta &gt; 0$</td>
<td>Discounting factor for utility</td>
</tr>
<tr>
<td>$E_{\text{min}}, E_{\text{target}}$</td>
<td>Minimum and target battery energy constraints</td>
</tr>
<tr>
<td>$P_t$</td>
<td>Power consumption of the IoT device in interval $t$</td>
</tr>
<tr>
<td>$\rho_t, f_t$</td>
<td>Duty ratio and frequency of the IoT device in interval $t$</td>
</tr>
<tr>
<td>$M_E$</td>
<td>Minimum energy required for positive utility</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>A positive parameter to control the shape of the utility function</td>
</tr>
<tr>
<td>$E_t^H, E_t^c$</td>
<td>Harvested and consumed energy in interval $t$</td>
</tr>
<tr>
<td>$E_t^B$</td>
<td>Battery energy at the beginning of interval $t$</td>
</tr>
<tr>
<td>$\Delta_t^h, \Delta_t^c$</td>
<td>Deviation from the expected values of harvested and consumed energy</td>
</tr>
</tbody>
</table>

In this formulation, we compute the total utility as the sum of the utilities in each interval. A positive discount factor $0 < \beta^t \leq 1$ is added to enable bias against distant intervals.

The optimal solution to the problem given in Equation 3.5 can be found offline using dynamic programming [12]. However, it requires solving a set of $T$ nonlinear equations, which is computationally expensive for a runtime algorithm. Furthermore, it relies on the knowledge of the energy that will be harvested in the future intervals (i.e., $E_t^H$ for $0 \leq t \leq T-1$). In what follows, we propose a two-step solution based on two insights that enable us to overcome these challenges. The proposed solution leads to a near-optimal runtime algorithm with a complexity of $\mathcal{O}(1)$, i.e., the complexity does not grow with the time horizon or the number of intervals.
3.4.2 Optimal Closed-Form Solution with Relaxed Constraints

The proposed solution relies on two key insights:

**Key insight-1:** We can derive a closed-form analytical solution to this optimization problem if we *tentatively* ignore the minimum energy constraint. Obviously, the revised solution is not guaranteed to satisfy the minimum energy constraint $E_t^B \geq E_{\text{min}}$. However, we can enforce it at runtime at the expense of loss in optimality. Therefore, we find the closed-form solution at the beginning of each day. Then, the energy allocations are adjusted at the beginning of each interval, as described in Section 3.4.3.

**Key insight-2:** We cannot rely on the knowledge of the energy that will be harvested or consumed throughout the day. However, we can learn the expected patterns by profiling the generated energy during each time interval. This enables us to derive the optimal allocation for each interval at the beginning of each day by utilizing the expected values. Similarly, the actual energy consumption may be different from the optimal allocation, as detailed in Section 3.4.3. Therefore, we compare the actual generated and consumed energies with their expected values. Then, we use the difference to perturb the energy allocations for the remaining intervals, as described in Section 3.4.3. Since we relax the $E_{\text{min}}$ constraint, there may be time intervals during which the battery level drops below the minimum threshold. Furthermore, the proposed approach can over- or under-allocate energy due to unexpected changes in the harvested energy, unlike an Oracle-based offline optimization. However, these effects do not propagate beyond one interval, since the proposed approach rectifies over- and under-allocations at the beginning of the next control interval. For the continuity of the discussion, we first summarize the closed-form solution with relaxed constraints below.

**Closed-form solution:** When we relax the minimum energy constraint and assume expected values for the harvested energy, the optimal energy allocation for each interval can be found as
follows:

First interval:
\[ E_c^0 = \frac{E_B^0 - E_{\text{target}} + \sum_{t=0}^{T-1} \eta_t E_t^H}{1 + \beta + \beta^2 + \ldots + \beta^{T-1}} \]  
(3.6)

Subsequent intervals:
\[ E_{t+1}^c = \beta E_t^c \quad 0 \leq t \leq T - 1 \]

The derivation is presented in the Appendix. Note that the denominator can be computed a priori, and the total expected energy that will be harvested is available through profiling. Therefore, this closed-form equation enables us to compute the energy allocations with constant time complexity. Next, we explain how we employ this solution to design a runtime algorithm.

3.4.3 Near-Optimal Runtime Solution

This section presents our novel algorithm that builds on top of the closed-form solution given by Equation 3.6. The proposed algorithm perturbs the optimal allocations found using the expected energy values and enforces the minimum energy constraints at runtime.

3.4.3.1 Uncertainty in Expected Energy Values

The actual energy harvested at runtime may differ from the expected value due to factors such as environmental conditions. Efficiency in storing the harvested energy also adds to the uncertainty, since it varies with the load. We represent the difference between the actual energy generation and the expected value by \( \Delta_t^H \). \( \Delta_t^H > 0 \) (\( \Delta_t^H < 0 \)) means that actual energy harvested during interval \( t \) is larger (smaller) than the expected value for that interval.

An IoT device uses the energy allocation target for a given interval \( t \) to compute the average power consumption allowed in that interval. Then, it finds the duty ratio and operating frequency using Equation 3.3, as summarized in Section 3.4.3.4. However, the actual energy consumed at the end of the interval may be different from the target. We subtract the actual
consumption from the allocated energy to find the difference $\Delta_t^c$. Similar to the difference in the harvested energy, $\Delta_t^c > 0$ means a surplus, $\Delta_t^c < 0$ means that more energy than the allocated target is consumed. Hence, the difference between the expected energy accumulation and the actual values is:

$$\Delta_t = \Delta_t^H + \Delta_t^c \quad 0 \leq t \leq T - 1$$  \hspace{1cm} (3.7)

When $\Delta_t$ is positive, the energy surplus can be used during the remaining intervals. Otherwise, the consumed energy is more than the allocated target. Therefore, the deficit should be reflected in the remaining intervals.

### 3.4.3.2 Perturbation of the Allocated Energy Values

We need to adjust two quantities to account for the unpredictable dynamic variations. First, the optimal solution given in Equation 3.6 needs to be corrected in light of the new data available at the end of each interval. Second, the over or under expenditure in the previous interval should be distributed to future intervals.

**Correcting the Future Allocations:** Suppose that we adjust the optimal allocation at the beginning of the time interval $t$. The difference in expected and actual energy accumulated over earlier intervals $\{\Delta_0, \Delta_1, \ldots, \Delta_{t-1}\}$ are known at this point. Therefore, the adjusted allocation for an interval $t$ can be found using Equation 3.6 as:

$$E_t^c = \beta^t \frac{E_0^H - E_{target} + \sum_{k=0}^{T-1} \eta_k E_k^H + \sum_{k=0}^{t-1} \Delta_k}{1 + \beta + \beta^2 + \ldots + \beta^{T-1}}$$

Since we are interested in a computationally efficient recursive solution, we can re-arrange the
terms to express $E^c_t$ in terms of $E^c_{t-1}$ and $\Delta_{t-1}$ only:

$$E^c_t = \beta \left( \beta^{t-1} \frac{E^B_0 - E_{\text{target}}}{\sum_{k=0}^{T-1} \beta^k} + \sum_{k=0}^{t-1} \eta_t E^H_k + \sum_{k=0}^{t-2} \Delta_k + \frac{\beta^{t-1} \Delta_{t-1}}{\sum_{k=0}^{T-1} \beta^k} \right)$$

$$E^c_t = \beta \left( E^c_{t-1} + \frac{\beta^{t-1} \Delta_{t-1}}{\sum_{k=0}^{T-1} \beta^k} \right)$$

(3.8)

Hence, Equation 3.8 corrects the future allocations based on the most up-to-date energy generation and consumption information after each interval.

**Redistributing the Surplus/Deficit:** In addition to correcting the future allocations, we need to account for deviations from the revised optimal values in the past intervals. For example, assume that the optimal allocation for interval $t - 1$ was computed as 10 mAh, but the harvested energy in interval $t - 1$ turned out to be significantly lower than the expected value.

Suppose that the optimal allocation in interval $t - 1$ is corrected as 6 mAh in light of the new measurements. Equation 3.8 corrects the future allocations, but it does not claim back 4 mAh overspent in the previous interval. In other words, Equation 3.8 alone does not make up for over-consumption or reclaim the underutilized energy allocations in the previous intervals. Therefore, we need to distribute $\Delta_{t-1}$ to the remaining intervals $[t, T - 1]$. A straightforward uniform distribution is not sufficient since any adjustment introduced at time $t$ affects the future allocations due to the recursive rule in Equation 3.8.

Suppose that we add a correction term to Equation 3.8 as follows:

$$E^c_t = \beta \left( E^c_{t-1} + \frac{\beta^{t-1} \Delta_{t-1}}{\sum_{k=0}^{T-1} \beta^k} \right) + a_t \Delta_{t-1}$$

where $a_t$ is a normalization coefficient that will ensure that the perturbations in the remaining intervals will add up to precisely $\Delta_{t-1}$. By grouping the terms with $\Delta_{t-1}$, we obtain:

$$E^c_t = \beta E^c_{t-1} + \left( \frac{\beta^t}{\sum_{k=0}^{T-1} \beta^k} + a_t \right) \Delta_{t-1}$$

(3.9)

Since the perturbation term will be multiplied with $\beta$ in each future interval (due to the $\beta E^c_{t-1}$ term), the sum of the perturbations from the current interval through the last one can be written
as:
\[
\sum_{k=t}^{T-1} \beta^{k-t} \left( \frac{\beta^t}{\sum_{k=0}^{T-1} \beta^k} + a_t \right) \Delta_{t-1} = \Delta_{t-1}
\]
By solving this equation, we can find \( a_t \) as:
\[
a_t = \begin{cases} 
\frac{1-\beta}{1-\beta^t} - \frac{\beta^t}{\sum_{k=0}^{T-1} \beta^k} & 0 < \beta < 1 \\
\frac{1}{T-t} - \frac{1}{T} & \beta = 1 
\end{cases}
\]

(3.10)

3.4.3.3 User Activity and Minimum Energy Constraint

Profiling the energy consumption and user activity reveal specific periods with low or high activities. For example, it is possible to identify sleep and exercise periods. The proposed approach enables us to easily introduce new equality constraints based on this information. More precisely, we set \( E_t^c = M_E \) for intervals \( t \) that fall during the sleep duration. Similarly, one can allocate a certain maximum value during expected exercise periods. We note that over-allocation does not have a significant drawback since unutilized allocations are distributed to future periods. However, under-allocation may hurt the utility if the interval duration is long (e.g., one hour). Therefore, low activity regions should be selected conservatively. Since these constraints can be introduced as pre-allocation, they do not change the formulation.

The final consideration is enforcing the minimum energy constraint. Equation 3.9 can cause the battery energy drain below \( E_{min} \), since this constraint was relaxed to find a closed-form solution. Therefore, we project the remaining battery energy \( E_{t+1}^B \) at runtime using Equation 3.1 and compare it against \( E_{min} \) before committing to a solution. If there is a violation, we allocate the maximum energy that satisfies \( E_{t+1}^B = E_{min} \). That is, the allocation becomes:
\[
E_t^c = \begin{cases} 
\beta E_t^c + \left( \frac{\beta^t}{\sum_{k=0}^{T-1} \beta^k} + a_t \right) \Delta_{t-1} & E_{t+1}^B \geq E_{min} \\
E_t^B + \eta_t E_t^H - E_{min} & \text{otherwise}
\end{cases}
\]

(3.11)
where \( E_{t+1}^B \) and \( a_t \) and are given by Equations 3.1 and 3.10, respectively.
3.4.3.4 Summary of the Proposed Algorithm

We conclude this section with a step-by-step description of the runtime operation:

1. *At the beginning of each day:* Compute the allocation for the first interval $E^c_0$ using Equation 3.6.

2. *For each interval* $0 \leq t \leq T - 1$: Divide the energy allocation $E^c_t$ by the interval duration to find the target power consumption $P_t$. Then, use Equation 3.3 to find the duty ratio $\rho_t$. If there are multiple allowed frequency levels $f_t$, we use the most energy-efficient $f_t$. However, any feasible combination is acceptable.

3. *During each interval* $0 \leq t \leq T - 1$: Keep track of actual harvested and consumed energy. Compute $\Delta_t$ at the end of the interval by finding the difference between the expected and measured values.

4. *Before the start of each interval* $1 \leq t \leq T - 1$: Use Equation 3.11 to find the next allocation $E^c_t$. If $t = T - 1$ stop, otherwise increment $t$ and go to step 2.

3.5 Experimental Evaluation

3.5.1 Experimental Setup

**IoT Device Parameters:** We employ the prototype shown in Figure 3.4 to demonstrate the proposed algorithm under realistic scenarios. It consists of an MPPT charger (TI BQ25504 [158]), a microprocessor (TI CC2650 [160]), a motion sensor unit (InvenSense MPU-9250 [79]), and EMG circuitry. We use a PV-cell from FlexSolarCells SP3-37 [57] as the energy-harvesting device and a 12 mAh Li-Po battery GMB 031009 [62] as the storage element. We have probes to measure the power consumption of different components, as illustrated in Figure 3.1. These
measurements are used to validate the power model given in Equation 3.3 as a function of the duty ratio and frequency. We also determined the IoT device parameters, such as $E_{\text{min}}$ and $M_E$, listed in Table 3.2, based on these measurements.

Table 3.2: Parameter values used during evaluations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\text{min}}$</td>
<td>0.75 mAh</td>
<td>$E_{\text{target}}$</td>
<td>8 mAh</td>
</tr>
<tr>
<td>$P_{\text{idle}}$</td>
<td>2.2 mW</td>
<td>$M_E$</td>
<td>0.6 mAh</td>
</tr>
<tr>
<td>$T$</td>
<td>24</td>
<td>$\alpha$</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 3.4: Prototype (a) front view, (b) back view

**Energy Harvesting Model:** The harvested energy is determined by the PV-cell and the radiation intensity, which is a function of observation time and location. I-V characteristics of SP3-37 are measured by varying the radiance from 100 to 1000 $W/m^2$ with the help of a halogen lamp. Then, this empirical data is used to model the maximum generated power as a function of radiation. This model enables us to compute the harvested energy when the radiation is known. To find the radiation, we first estimate the position of the sun at a given date and time using Sandia’s Ephemeris model [145]. Then, we convert the position information
to radiation using Ineichen’s model [78]. These three models are used by our algorithm to predict the energy that will be harvested during the day. We compare our results to an optimal offline algorithm implemented using the CVX package [64] and an oracle. The oracle uses the actual radiation, which is measured at every minute on the NREL Solar Radiation Research Laboratory’s baseline measurement system [4].

**User Activity Model:** The energy consumption varies as a function of the user activity. To evaluate a wide range of scenarios, we use different user activity patterns from the American Time Use Survey conducted by the US Department of Labor [163]. This survey contains the time a user spends on various activities. In our evaluations, we use five activity categories \{sleep, work, exercise, leisure, others\}. When the user is asleep, we allocate $M_E$ to the corresponding interval. Otherwise, we use the proposed approach to find the optimal allocation.

### 3.5.2 Energy Allocation Over Time

We first illustrate the operation of the proposed algorithm for a specific user and date. Figure 3.5 shows the energy-harvesting profile, battery energy, and optimal allocations on January 1\textsuperscript{st} for user-1. The energy harvesting profile (blue ○ markers) shows that there is little to none energy generation until 8 AM. During this period, the allocated energy (red □ markers) is supplied by the battery. The energy stored in the battery drops continuously (green △ markers) due to the lack of harvested energy. Once the harvested energy exceeds the energy allocated within an interval (around 10 AM), the battery energy starts recovering. We observe that our results match very closely with the result of the offline optimization that uses an oracle (dotted lines). We do not see a significant difference in the allocated energy throughout the day since the battery capacity is sufficient to absorb the variation in the harvested energy. However, we observe a dramatically different behavior for July, as shown in Figure 3.6. The peak harvested
energy is about 2.5× larger in July than January (∼3.5 mAh versus ∼9 mAh), and it spans a wider range. Therefore, the proposed algorithm allocates aggressively at the beginning of the day, relying on the energy that will be generated later. However, it hits the minimum battery energy constraint at 4 AM, unlike the offline optimization that accounts for $E_{\text{min}}$ from the beginning. As soon as the battery energy drops to $E_{\text{min}}$, the proposed algorithm starts allocating sub-optimally only the harvested energy to the IoT device. The sub-optimal allocation continues until the harvested energy becomes sufficiently large to power the IoT device and charge
the battery (8 AM). While the allocation during the rest of the day closely follows the optimal allocation, the IoT device is under-powered from 3 AM to 8 AM. As a result, the loss in utility with respect to the oracle is larger compared to that obtained for January. This demonstrates the cost of neglecting the minimum energy constraint at the beginning of the day.

Next, we analyze the results on the same days by taking the user activity into account. We identify the periods of low activity, primarily the intervals categorized as sleep, and constrain the allocations in those intervals as $E^c_i = M_E$. We add the same constraint to the offline optimization for fairness. Comparing Figure 3.5 to Figure 3.7 shows that the algorithm starts allocating less energy at night. As a result, more energy is reserved for higher activity intervals, which leads to more than 30% increase in the utility during those intervals. Like before, the results match very closely with the offline optimization results. Incorporating user activity leads to even more savings in the results obtained for July. When we account for user activity, the proposed algorithm does not over-allocate at the early hours since there is little activity at night. Therefore, the battery energy does not hit to $E_{min}$, and our results coincide with the oracle results, as shown in Figure 3.8.

3.5.3 Comparison to Offline Optimization

Improving the duty ratio is an important end goal. Therefore, this section compares the duty ratio obtained with the proposed approach against the offline optimization results, which employ an oracle. We performed the comparisons for three different users from the US Department of Labor [163] database over 12 months. Figure 3.9 summarizes the normalized duty ratio (our results divided by the offline optimization results). We observe that the duty ratio provided by our approach is, on average, within 1% of the duty ratio achieved by the oracle. Moreover, the largest loss in optimality in the duty is less than 5%. We observe a bigger loss
under two conditions. First, when the variation between the expected and actual energy generation is large, the results of the proposed algorithm degrade, as anticipated. Second, when the peak-to-peak variation in the harvested energy becomes comparable to the battery capacity (∼25% of $E_{target}$), the proposed algorithm hits the $E_{min}$ target, as shown in Figure 3.6.

3.6 Summary

Wearable IoT devices have great potential to enable health monitoring, activity tracking, and gesture-based control applications. However, they face severe energy limitations due to weight and cost constraints. Therefore, harvesting energy from ambient sources, such as light and body heat, and using it optimally is critical for their success. This chapter presented a near-optimal runtime algorithm for self-powered wearable IoT devices. The proposed approach is based on two observations that lead to near-optimal results with constant time complexity. First, we obtain a closed-form solution for the optimization problem by relaxing the minimum battery energy constraint. Then, we use the expected energy that will be harvested throughout the day to solve the relaxed finite-horizon optimization problem. Finally, we account for the
deviations from the expected values and enforce the minimum energy constraints at runtime. We demonstrate that our results are, on average, within 3% of optimal values computed offline using an oracle. The results degrade as the peak-to-peak variation in the harvested energy and deviation from the expected values increase. However, the degradation in the utility is small when the battery capacity can absorb the peak-to-peak variations.

Appendix: Derivation of Equation 3.6

To solve the optimization problem given in Equation 3.5, we first evaluate the Lagrangian of the objective function as:

\[
L = \sum_{t=0}^{T-1} \beta^t \left[ \ln \left( \frac{E^c_t}{M_E} \right)^{\alpha} - \lambda_t (E^B_{t+1} + E^c_t - E^B_t - \eta_t E^H_t) \right] + \sum_{t=0}^{T-1} \beta^t \mu_t [E^B_{t+1} - E_{min}] + \beta^{T-1} \mu_{T-1} [E_T^B - E_{target}] \quad (3.12)
\]

Using the Lagrangian, we can write the first-order conditions as:

\[
\frac{\partial L}{\partial E^c_t} : \quad \beta^t \left[ \frac{\alpha M_E}{E^c_t} - \lambda_t \right] = 0 \quad 0 \leq t \leq T - 1 \quad (3.13)
\]

\[
\frac{\partial L}{\partial E^B_{t+1}} : \quad -\beta^t \lambda_t + \beta^t \mu_t + \lambda_{t+1} \beta^{t+1} = 0 \quad 0 \leq t \leq T - 1 \quad (3.14)
\]

\[
\frac{\partial L}{\partial E^B_T} : \quad -\beta^{T-1} \lambda_{T-1} + \beta^{T-1} \mu_{T-1} = 0 \quad i.e., \lambda_{T-1} = \mu_{T-1} \quad (3.15)
\]

In addition to the first-order conditions above, the Karush-Kuhn-Tucker (KKT) conditions are \( \mu_t \geq 0, \lambda_t \geq 0 \), and:

\[
\mu_t (E^B_{t+1} - E_{min}) = 0 \quad 0 \leq t \leq T - 1 \quad (3.16)
\]

\[
\mu_{T-1} (E^B_T - E_{target}) = 0 \quad (3.17)
\]

Since \( u(E^c_t) \) is concave, Equations 3.13-3.17 give the necessary and sufficient conditions for the optimality [91]. We present a step-by-step solution below.
1. Boundary Condition: Lagrangian multipliers $\lambda_t$ can be found using Equation 3.13 as:

$$\lambda_t = \frac{\alpha M_E}{E_t^c} \quad 0 \leq t \leq T - 1$$  \hspace{1cm} (3.18)

Combining this relation with Equation 3.15, we can conclude that $\lambda_{T-1} = \mu_{T-1} \neq 0$. Hence, the complementary slackness given by Equation 3.17 implies $E_T^B = E_{\text{target}}$.

2. Recursion over $E_t^c$: We can use Equation 3.14 to derive a recursion rule for $\lambda_t$ and combine it with Equation 3.18 as follows:

$$\beta \lambda_{t+1} = \lambda_t - \mu_t \quad 0 \leq t \leq T - 1$$

$$\frac{\alpha \beta M_E}{E_{t+1}^c} = \frac{\alpha M_E}{E_t^c} - \mu_t \quad 0 \leq t \leq T - 1$$  \hspace{1cm} (3.19)

We plug the boundary condition $E_T^B = E_{\text{target}}$ to this recursive relation. Then, the energy allocations in earlier intervals can be solved using Equation 3.5 and the KKT condition given by Equation 3.16.

Solving $T$ nonlinear equations at runtime is not efficient. However, tentatively ignoring the minimum energy constraint (key insight 1), enables us to eliminate $\mu_t$ from Equation 3.19. That is, we can set $\mu_t = 0$ in equations 3.16 and 3.19. Similarly, $E_t^H$ is not known a priori, but we use the expected values (key insight 2). The proposed algorithm presented in Section 3.4.3 enables us to make up for these choices at runtime.

3. Closed-form Solution: After setting $\mu_t = 0$, $0 \leq t \leq T - 1$, Equation 3.19 reduces to:

$$E_{t+1}^c = \beta E_t^c$$  \hspace{1cm} (3.20)

We can re-arrange the battery energy dynamics in Equation 3.5, and combine with this relation as follows:

$$E_0^c = E_0^B - E_1^B + \eta_0 E_0^H, \quad \beta E_0^c = E_1^B - E_2^B + \eta_2 E_2^H, \ldots$$

$$\beta^{T-1} E_0^c = E_{T-1}^B - E_{\text{target}} + \eta_{T-1} E_{T-1}^H$$
Note that $E_{\text{target}}$ in the last equation comes from the boundary condition. When we summing up these $T$ equations, $E^B_1 - E^B_{T-1}$ cancel each other. Hence, we find $E^c_0$ as:

$$E^c_0 = \frac{E^B_0 - E_{\text{target}} + \sum_{t=0}^{T-1} \eta_t E^H_t}{1 + \beta + \beta^2 + \ldots + \beta^{T-1}}$$  

Combining Equation 3.20 and Equation 3.21 gives the closed-form solution summarized in Equation 3.6. □
4.1 Introduction

Advances in wearable electronics has the potential to disrupt a wide range of health applications [49, 115]. For example, diagnosis and follow-up for many health problems, such as motion disorders, depend currently on the behavior observed in a clinical environment. Specialists analyze the gait and motor functions of patients in a clinic and prescribe therapy accordingly. As soon as the patient leaves the clinic, there is no way to continuously monitor the patient and report potential problems [53, 128]. Another high-impact application area is obesity-related diseases, which claim about 2.8 million lives every year [8, 174]. Automated tracking of physical activities of overweight patients, such as walking, offers tremendous value to health specialists since self-recording is inconvenient and unreliable.

There has been growing interest in human activity recognition with the prevalence of low-cost motion sensors and smartphones. For example, accelerometers in smartphones are used to recognize activities such as stand, sit, lay down, walking, and jogging [5, 67, 93]. This information is used for rehabilitation instruction, fall detection of the elderly, and reminding users to be active [80, 168]. Furthermore, activity tracking also facilitates physical activity, which improves the wellness and health of its users [30, 34, 87]. The successful design of activity recognition algorithms depends critically on the availability of sensor data that captures the activities of interest. Research studies typically employ wearable inertial sensors or smartphones to collect the data while the users are performing the activities of interest. The data is then used
to train and evaluate algorithms for activity recognition. However, the data is rarely made publicly available [112]. As a result, it is difficult to reproduce the results and obtain comparisons with existing approaches. Therefore, there is a critical need for open-source datasets that provide a common platform for HAR research. This chapter presents the wearable HAR (w-HAR) dataset to address the need for open-source datasets.

HAR techniques can be broadly classified based on when training and inference take place. Early work collects the sensor data before processing. Then, both classifier design and inference are performed offline [10]. Hence, they have limited applicability. Most recent work trains a classifier offline and processes the sensor data online to infer the activity [5, 153]. However, to date, there is no technique that can perform both online training and inference. Online training is crucial since it needs to adapt to new, and potentially large number of, users who are not involved in the training process. To this end, this chapter presents the first HAR technique that continues to train online to adapt to its user.

The vast majority, if not all, of recent HAR techniques employ smartphones. The major motivations behind this choice are their widespread use and easy access to integrated accelerometer and gyroscope sensors [168]. We argue that smartphones are not suitable for HAR for three reasons. First, patients cannot always carry a phone as prescribed by the doctor. Even when they have the phone, it is not always in the same position (e.g., at hand or in pocket), which is typically required in these studies [35, 153]. Second, mobile operating systems are not designed for meeting real-time constraints. For example, the Parkinson’s Disease Dream Challenge [111] organizers shared raw motion data collected using iPhones in more than 30K experiments. According to the official spec, the sampling frequency is 100 Hz. However, the actual sampling rate varies from 89 Hz to 100 Hz, since the phones continue to perform many unintended tasks during the experiments. Due to the same reason, the power consumption is
Figure 4.1: Wearable system setup, sensors, and the low-power IoT device [160]. We knitted the textile-based stretch sensor to a knee sleeve to accurately capture the leg movements in the order of watts (more than 100× of our result). Finally, researchers are limited to sensors integrated in the phones, which are not specifically designed for human activity recognition.

This chapter first presents wearable HAR (w-HAR), an opensource dataset for HAR. Our dataset is collected using the wearable system shown in Figure 4.1. The setup shown in Figure 4.1 integrates an IMU and textile-based wearable stretch sensors to provide two modalities of motion data. In contrast, other HAR datasets [6, 112, 140, 179] typically use accelerometers and gyroscopes as their primary sensors. However, accelerometers and gyroscopes are notoriously noisy, leading to challenges in data segmentation and classification. The stretch sensor provides low-noise motion data that allows us to generate non-uniform activity segments ranging from one to three seconds. Using the wearable setup, we first perform extensive data collection with 22 user subjects. We record the IMU (accelerometer and gyroscope) and stretch sensor data of each user while they perform activities in the set \{jump, lie down, sit, stand, stairs down, stairs up, walk\}. Then, we manually label the data such that it can be used to train machine learning algorithms. w-HAR is the first dataset in the literature that includes both IMU and stretch sensor data. The dataset has been publicly released along with this paper to enable further research on activity recognition algorithms.
We provide three versions of the dataset such that users can choose the most appropriate version for their application. The first version includes the raw data obtained from the sensors without any pre-processing. This version is most useful when users want to develop their own segmentation and pre-processing algorithms for HAR, along with feature generation and classifier design. The second version of the dataset uses the segmentation algorithm in [15] to generate variable-length segments. This version allows users to develop their own features and classifiers. Finally, the third version provides the set of features used in our work, such that users can focus solely on classifier design.

In addition to the dataset, we also present a comprehensive framework for designing human activity recognition classifiers. Our framework consists of the following steps:

**Segmentation:** The first step in our framework is to divide the data into segments such that each segment contains a single activity. Most prior studies on HAR divide the sensor data fixed length windows [8, 93] or smoothen noisy accelerometer data over long durations [35] (detailed in Section 4.2). However, this is not ideal as a single window may contain portions of multiple activities, leading to challenges in classification. In contrast, we develop a novel algorithm that uses data from the stretch sensor data to generate variable length activities windows, ensuring that each window contains a single activity.

**Feature Generation:** The stretch sensor accurately captures the periodicity in the motion. Hence, its fast Fourier transform (FFT) reveals invaluable information about activity in different frequency bands. Therefore, we choose the leading coefficients as features in our classification algorithm. Unlike the stretch sensor, the accelerometer data is known to be noisy. Therefore, we employ the approximation coefficients of its discrete wavelet transform (DWT) to capture the behavior as a function of time. We note that our HAR framework only uses acceleration data from the IMU, while both accelerometer and gyroscope data are included in our public dataset.
**Design Space Exploration for Offline Classifier:** It is critical to choose a classifier that is both robust and resource-efficient. Resource efficiency is important to ensure that the classifier can execute on wearable devices with power and memory constraints. To this end, we start with commonly used classifiers such as neural networks, random forest, support vector machine (SVM) and k-nearest neighbor (k-NN). Among these, we focus on neural networks, since they can be easily updated online using both reinforcement learning (RL) [156] and supervised learning techniques with low overhead. Once we choose neural networks as our classifier, we perform a design space exploration (DSE) to determine the appropriate structure for the network. The DSE helps us in ensuring that the classifier is robust to multiple sets of users while satisfying the requirement of low resource requirements to run on the wearable device.

**Online Learning:** State-of-the-art approach for HAR typically train classifiers online and only perform the activity classification online [5, 153]. This approach is not scalable when the device is used by new users with potentially different activity characteristics. Therefore, we also perform online training of the classifiers such that it can adapt to new users who are not involved in the training process. We make use of two approaches to continuously update the weights of the neural network as a function of the feedback available from users. When users can provide the actual activity performed, we use incremental supervised learning updates. Otherwise, we use the policy gradient algorithm [156]. Experiments with our dataset show that these algorithms can improve the accuracy by as much as 40% of unseen users.

Finally, this chapter is the first to provide a detailed power consumption and performance break-down of sensing, processing, and communication tasks. We implement the proposed framework on the TI-CC2650 MCU [160] and present an extensive experimental evaluation using data from nine users and a total of 2614 activity windows. Our approach provides 95% overall recognition accuracy with 27.60 ms processing time, 1.13 mW sensing, and 11.24 mW computation power consumption.
In summary, the major contributions of this chapter are as follows:

- An activity recognition dataset with accelerometer and stretch sensor data from 22 users
- A novel technique to segment the sensor data non-uniformly as a function of the user motion,
- Design space exploration of neural networks to choose the structure of the offline classifier such that it is robust to input from different users
- An online learning algorithm using incremental supervised learning that provides faster convergence when compared to reinforcement learning
- Experimental validation of the DSE and online learning algorithms on a low-power wearable device using the w-HAR dataset

The rest of the chapter is organized as follows. We review the related work in Section 4.2. Then, we present the w-HAR dataset in Section 4.3. The feature generation and classifier design techniques are presented in Section 4.4 and Section 4.5, respectively. Section 4.6 presents the two online learning algorithms. Finally, the experimental results are presented in Section 4.7, and our conclusions are summarized in Section 4.8.

4.2 Related Work and Novelty

Human activity recognition has been an active area of research due to its applications in health monitoring, patient rehabilitation, and promoting physical activity among the general population [8, 29, 30]. Advances in sensor technology have enabled activity recognition to be performed using body-mounted sensors [131]. Typical steps for activity recognition using sensors include data collection, segmentation, feature extraction, and classification.

Several prior studies have presented datasets for HAR [6, 112, 140, 179]. Most of the datasets presented earlier focus on acquiring data from smartphones and performing HAR on
them. For instance, Micucci et al. [112] present a dataset for HAR using accelerometers on smartphones. The dataset includes data from thirty subjects and nine activities of daily living. The authors also present a review of other publicly available datasets using smartphones. Wearable sensors have also been used in HAR datasets since multiple devices can be easily mounted on different parts of the body. For instance, the Opportunity dataset presented in [140] uses multiple inertial measurement units and accelerometers to collect data from four users. Similarly, Zhang et al. [179] use a single motion sensing unit to obtain data from 14 users. While these datasets are useful for HAR, they primarily contain data from accelerometers, which is known to be noisy. As a result, studies using these datasets resort to fixed-length windows, instead of creating a window for each activity. In contrast, the dataset presented in this paper includes data from a textile-based stretch sensor and IMU, which allows us to create variable-length segments tailored to each activity.

HAR studies typically use a fixed window length to infer the activity of a person [8, 93]. For instance, the studies in [8, 93] use 10-second windows to perform activity recognition. Increasing the window duration improves accuracy [29] since it provides richer data about the underlying activity. However, transitions between different activities cannot be captured with long windows. Moreover, fixed window lengths rarely capture the beginning and end of an activity. This leads to inaccurate classification as the window can have features of two different activities [29]. A recent approach proposes action segmentation using a step detection algorithm on the accelerometer data [35]. Since the accelerometer data is noisy, they need to smoothen the data using a one-second sliding window with a 0.5-second overlap. Hence, this approach is not practical for low-cost devices with limited memory capacity. Furthermore, the authors state that there is a strong need for better segmentation techniques to improve the accuracy of HAR [35]. To this end, we present a robust segmentation technique that produces windows whose sizes vary as a function of the underlying activity.
Most existing studies employ statistical features such as mean, median, minimum, maximum, and kurtosis to perform HAR [8, 93, 129]. These features provide useful insight, but there is no guarantee that they are representative of all activities. Therefore, a number of studies use all the features or choose a subset of them through feature selection [129]. Fast Fourier transform and more recently discrete wavelet transform have been employed on accelerometer data. For example, the work in [35] computes the 5th order DWT of the accelerometer data. Eventually, it uses only a few of the coefficients to calculate the wavelet energy in the 0.625 - 2.5 Hz band. In contrast, we use only the approximation coefficients of a single level DWT with $O(N/2)$ complexity. Unlike prior work, we do not use the FFT of the accelerometer data, since it entails significant high-frequency components without clear implications. In contrast, we employ leading FFT coefficients of the stretch sensor data, since it gives a very good indication of the underlying activity.

Early work on HAR used wearable sensors to perform data collection while performing various activities [10]. This data is then processed offline to design the classifier and perform the inference. However, offline inference has limited applicability since users do not get any real-time feedback. Therefore, recent work on HAR has focused on implementation on smartphones [5, 30, 73, 153]. Compared to wearable HAR devices, smartphones have limited choice of sensors and high power consumption. In addition, results on smartphones are harder to reproduce due to the variability in different phones, operating systems, and usage patterns [34, 153].

Finally, existing studies on HAR approaches employ commonly used classifiers, such as k-NN [58], support vector machines [58], decision trees [135], and random forest [58], which are trained offline. In strong contrast to these methods, the proposed framework is the first to enable online training. We first train a neural network offline to generate an initial implementation of the HAR system. Then, we use reinforcement learning or incremental supervised learning at runtime to improve the accuracy of the system for new users. We envision that
these algorithms will enable personalized HAR devices that adapt continuously to the unique activity pattern of their users.

4.3 Human Activity Recognition Dataset

The availability of datasets is crucial for human activity recognition research. Therefore, we open source our dataset to enable further research in this area. The dataset in this chapter is the first to integrate readings from a wearable stretch sensor and an inertial motion unit (IMU). The presence of the stretch sensors adds an additional modality that allows us to create variable-length segments. The variable-length segments make it easier for the classifiers to recognize activities, as we show in the experiments. In this section, we describe the details of the data collection setup, protocol, user demographics, and the labeling process.

4.3.1 Wearable System Setup

We use a combination of Invensense-9250 IMU and stretch sensors to collect the data, as shown in Figure 4.1. The IMU is integrated into the TI-CC2650 Sensortag device, and the stretch sensor is another discrete module. We mount the IMU on the right ankle of the user since this allows for a maximum swing of the sensor [67]. The stretch sensor is sewed to a knee sleeve, as shown in Figure 4.1. During the experiment, the user wears the sleeve on the knee to capture the knee movements while performing the activities. Both the sensor devices are equipped with the Bluetooth low energy (BLE) protocol for communication. Using the BLE protocol, the sensors transmit the data to a smartphone which stores the data to a file. In our future work, we plan to integrate the IMU and the stretch sensor into a single device such that a single stream of data can be transmitted. To synchronize the data from the sensors, we record
Table 4.1: List of activities used in the HAR framework

<table>
<thead>
<tr>
<th>Activity</th>
<th>Activity</th>
<th>Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jump (J)</td>
<td>Lie Down (L)</td>
<td>Sit (S)</td>
</tr>
<tr>
<td>Stand (St)</td>
<td>Walk (W)</td>
<td>Stairs Up (SU)</td>
</tr>
<tr>
<td>Stairs Down (SD)</td>
<td>Transition (T)</td>
<td></td>
</tr>
</tbody>
</table>

the wall clock time for each data sample from the sensors. Then, using the offset between the sensors, we align the sensor readings using the approach in [154].

**Wearable System Sensor Parameters:** We sample the IMU at 250 Hz and the stretch sensor at 25 Hz. These sampling frequencies are sufficient to capture the frequency of human movements, which are in the order of a few Hz. We use a significantly higher frequency for the accelerometer since it typically exhibits higher noise. Therefore, the higher sampling frequency allows us to smooth and sub-sample the data using a moving average filter while preserving the data signatures.

4.3.2 User Studies

We obtain motion data from 22 users with the wearable device setup. The users are recruited using the snowball sampling technique. Each user signed a consent form as approved by the institutional review board at Arizona State University. We experiment with a total of 22 users (consisting of 14 males and 8 females), with ages 20–45 years and heights 150–180 cm. The set of activities performed by the users is summarized in Table 4.1. Each user performs a series of experiments shown in Table 4.2. In addition to this protocol, we also perform experiments where the users are free to perform any activities they choose. Next, we perform the labeling of the dataset, as described below.

**Data Labeling:** After collecting the data from the users, we use the segmentation algorithm to divide the data into variable-length windows. Then, the generated windows are analyzed.
### Table 4.2: Experimental protocol for the HAR dataset

<table>
<thead>
<tr>
<th>Experiment 1</th>
<th>Experiment 2</th>
<th>Experiment 3</th>
<th>Experiment 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stand 30 s</td>
<td>Sit 30 s</td>
<td>Stand 10 s</td>
<td>Stand 10 s</td>
</tr>
<tr>
<td>Jump 3 times</td>
<td>Stand 10 s</td>
<td>Walk 40 steps</td>
<td>Jump 3 times</td>
</tr>
<tr>
<td>Stand 30 s</td>
<td>Jump 3 times</td>
<td>Stand 10 s</td>
<td>Walk 40 steps</td>
</tr>
<tr>
<td></td>
<td>Sit 30 s</td>
<td></td>
<td>Sit 20 s</td>
</tr>
</tbody>
</table>

by four human experts to assign the labels. The same labels are also assigned to each sample in the raw data before segmentation such that we know the user’s activity in each sampling period. Moreover, we revisit the assigned labels during the testing phase of the HAR classifier to ensure that the errors made by the classifier are not due to mislabeling.

#### 4.3.3 Dataset Description

After labeling the data, we generate three versions of the dataset for public release as follows.

**Raw Data:** This version of the contains the raw data obtained from the stretch and IMU (accelerometer + gyroscope) sensors without any pre-processing. We synchronize the stretch and IMU data such that the time indices for both sensors are aligned. Consequently, users do not have to run any synchronization algorithms on the data. The raw data version of w-HAR is ideal for researchers who want to design their own algorithms for all steps of HAR from segmentation to classification.

**Segmented Data:** The segmented dataset uses the segmentation algorithm proposed in [15]
Table 4.3: Summary of the number of segments in each activity

<table>
<thead>
<tr>
<th>Activity</th>
<th>Segments</th>
<th>Activity</th>
<th>Segments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jump</td>
<td>458</td>
<td>Walk</td>
<td>2007</td>
</tr>
<tr>
<td>Lie down</td>
<td>474</td>
<td>Stairs up</td>
<td>109</td>
</tr>
<tr>
<td>Sit</td>
<td>696</td>
<td>Stairs down</td>
<td>99</td>
</tr>
<tr>
<td>Stand</td>
<td>620</td>
<td>Transition</td>
<td>277</td>
</tr>
</tbody>
</table>

and summarized in Section 4.4.2 to generate variable-length activity segments. This version is suitable for users who want to focus on feature generation and classification algorithms. Breakdown of the total segments of each activity is summarized in Table 4.3.

**Feature Data:** We also release the features used [15] as part of w-HAR. The features included in this version are summarized in Section 4.4.3. The feature data version allows users to focus on developing classifiers for HAR and obtain reproducible comparisons among different algorithms.

In summary, w-HAR includes a total of 4740 segments with a total duration of about 3 hours. The dataset and the corresponding source code for our algorithms are available for download at our GitHub page: https://github.com/gmbhat/human-activity-recognition.

4.3.4 Flow for Using the w-HAR Dataset

This section describes the flow for incorporating the w-HAR dataset for either developing new algorithms or results reported in this chapter, as shown in Figure 4.2. The first step after obtaining the dataset is to segment the raw data into windows. To this end, users can either use the windows provided along with the dataset or develop their own segmentation algorithm, as shown using paths 1a and 1b, respectively. The next step is to generate features for each window generated by the segmentation algorithm. Here, the users are free to generate their
own features or use the baseline feature set provided with the dataset. The feature data and the labels are then used to design a classifier for activity classification. The classifier design involves a design space exploration for determining the optimal classifier, as shown in Figure 4.2. We also provide a baseline neural network classifier such that it is easy to obtain reproducible comparisons with new approaches. Finally, the last step of the design flow is to use the classifier designed offline to identify activities at runtime. In this step, user feedback is used to update the weights of the classifier to improve the accuracy of the classifier continuously. As shown in Figure 4.2, our implementation of the framework uses either reinforcement learning
or incremental supervised learning depending on the level of user feedback available. We envision that further research on HAR using our dataset will enable new online learning algorithms for personalized activity recognition and healthcare. Next, we describe the segmentation algorithm used to generate the segmented data in w-HAR. We also go over the feature set that is released as part of w-HAR.

4.3.5 Comparisons with Existing HAR Datasets

This section presents a comparative analysis of our dataset with other publicly available HAR datasets. We choose the datasets that focus on the activities that are common to our dataset and use either smartphones or wearables as their data collection device. Table 4.4 summarizes the major characteristics of the datasets. All the previous datasets use a single modality of sensing, i.e., the accelerometer. In contrast, the proposed dataset is the first one to integrate data from accelerometer and stretch sensor. Furthermore, our dataset also includes gyroscope data for use by other researchers in their algorithms. Having data only from the accelerometer limits previous datasets to fixed-length windows, as shown in the last column of the table. The only exception is DU-MD dataset [143], which reports variable-length segments. However, variable-length segments in DU-MD are obtained manually, thus making the approach unsuitable for runtime algorithms. The proposed dataset overcomes this problem by using the stretch sensor data to enable variable-length segments that can be obtained at runtime. We acknowledge that the number of user subjects in our dataset is lower compared to some previous studies. We plan to resolve this by continuing to augment our dataset in the future.
Table 4.4: Comparison with existing HAR datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Device</th>
<th>Sensors</th>
<th>No. of Subjects</th>
<th>No. of Activities</th>
<th>Variable-length Segments</th>
</tr>
</thead>
<tbody>
<tr>
<td>DU-MD [143]</td>
<td>Wearable</td>
<td>Accelerometer</td>
<td>33</td>
<td>7</td>
<td>Yes, manually</td>
</tr>
<tr>
<td>Shoaib et al. [152]</td>
<td>Smartphone</td>
<td>Accelerometer</td>
<td>10</td>
<td>7</td>
<td>No</td>
</tr>
<tr>
<td>UCI HAR [6]</td>
<td>Smartphone</td>
<td>Accelerometer</td>
<td>30</td>
<td>6</td>
<td>No</td>
</tr>
<tr>
<td>Ugulino et al. [162]</td>
<td>Wearable</td>
<td>Accelerometer</td>
<td>5</td>
<td>4</td>
<td>No</td>
</tr>
<tr>
<td>UniMiB SHAR [112]</td>
<td>Smartphone</td>
<td>Accelerometer</td>
<td>30</td>
<td>9</td>
<td>No</td>
</tr>
<tr>
<td>USC-HAD [179]</td>
<td>Wearable</td>
<td>Accelerometer</td>
<td>14</td>
<td>12</td>
<td>No</td>
</tr>
<tr>
<td>WISDM [93]</td>
<td>Smartphone</td>
<td>Accelerometer</td>
<td>29</td>
<td>6</td>
<td>No</td>
</tr>
<tr>
<td>w-HAR</td>
<td>Wearable</td>
<td>Accelerometer, Stretch sensor</td>
<td>22</td>
<td>7</td>
<td>Yes</td>
</tr>
</tbody>
</table>

4.4 Feature Set and Classifier Design

4.4.1 Goals and Problem Statement

The goal of the proposed HAR framework is to recognize the seven common daily activities listed in Table 4.1 and the transitions between them in real-time with more than 90% accuracy under mW power range. These goals are set to make the proposed system practical for daily use. The power consumption target enables day-long operation using ultra-thin lithium polymer cells [51].

The stretch sensor is knitted to a knee sleeve, and the IoT device with a built-in accelerometer is attached to it, as shown in Figure 4.1. All the processing outlined in Figure 4.2 is performed locally on the IoT device. More specifically, the streaming stretch sensor data is processed to generate segments ranging from one to three seconds (Section 4.4.2). Then, the raw accelerometer and stretch data in each window are processed to produce the features used by the classifier (Section 4.4.3). Finally, these features are used for both online inference (Section 4.5) and online learning (Section 4.6). Since communication energy is significant, only the
recognized activity and time stamps are transmitted to a gateway, such as a phone or PC, using
Bluetooth whenever they are nearby (within 10m). The following sections provide a theoretical
description of the proposed framework without tying them to specific parameter values. These parameters are chosen to enable a low-overhead implementation using streaming data. The actual values used in our experiments are summarized in Section 4.7.1 while describing the experimental setup.

4.4.2 Sensor Data Segmentation

Activity windows should be sufficiently short to capture transitions and fast movements, such as fall and jump. However, short windows can also waste computation time and power for idle periods, such as sitting. Furthermore, a fixed window may contain portions of two different activities, since perfect alignment is not possible. Hence, activity-based segmentation is necessary to maintain high accuracy with minimum processing time and power consumption.

To illustrate the proposed segmentation algorithm, we start with the snapshot in Figure 4.3 from our user studies. Both the 3-axis accelerometer and stretch sensor data are preprocessed using a moving average filter similar to prior studies. The unit of acceleration is already normalized to gravitational acceleration. The stretch sensor outputs a capacitance value that changes as a function of its state. This value ranges from around 390 pF (neutral) to close to 500 pF when it is stretched [117]. Therefore, we normalize the stretch sensor output by subtracting its neutral value and scaling by a constant: $s(t) = [s_{raw}(t) - \min(s_{raw})]/S_{const}$. We adopted $S_{const} = 8$ to obtain a comparable range to accelerometer readings. First, we note that the 3-axis accelerometer data exhibits significantly larger variations compared to the normalized stretch capacitance. Therefore, decisions based on accelerations are prone to false hits [35]. In
contrast, we propose a robust solution that generates the segments specified with red * markers in Figure 4.3.

The boundaries between different activities can be identified by detecting the deviation of the stretch sensor from its neutral value. For example, the first segment in Figure 4.3 corresponds to a step during walk. The sensor value starts increasing from a local minimum to a peak at the beginning of the step. The beginning of the second segment ($t \approx 21$ s) exhibits similar behavior since it is another step. Although the second step is followed by a longer neutral period (the user stops and sits to a chair at $t \approx 23$ s), the beginning of the next segment is still marked by a rise from a local minimum. In general, we can observe a distinct minimum (fall followed by rise as in walk) or a flat period followed by a rise (as in walk to sit) at the boundaries of different activity windows. Therefore, the proposed segmentation algorithm monitors the derivative of the stretch sensor to detect the activity boundaries, as outlined in Algorithm 1.

We employ the 5-point derivative formula given below to track the trend of the sensor
Algorithm 1: Segmentation Algorithm

1. **Input:** Stretch Sensor Samples
2. Initialize: FIFO buffer $S$ of length 5 to store the stretch samples
3. Initialize: FIFO buffer $D$ of length 3 to store the trend of the derivative
4. Initialize: $trend_{prev} \leftarrow \text{flat}$
5. Initialize: $trend \leftarrow \text{flat}$
6. for Time index $t = 1, 2, 3, \ldots$ do

   7. Append sample $s(t)$ to buffer $S$
   8. $s'(t) \leftarrow$ Five-point derivative using Equation 4.1
   9. Append $s'(t)$ to buffer $D$
   10. if $(D(0) > 0$ and $D(1) > 0$ and $D(2) > 0)$ then
       11. $trend \leftarrow$ increasing
   12. else if $(D(0) < 0$ and $D(1) < 0$ and $D(2) < 0)$ then
       13. $trend \leftarrow$ decreasing
   14. else if $(D(0) = 0$ and $D(1) = 0$ and $D(2) = 0)$ then
       15. $trend \leftarrow$ flat
   16. if One second since last segment then
       17. if $(trend_{prev} = \text{flat}$ and $trend = \text{increasing}$) OR $(trend_{prev} = \text{decreasing}$ and $trend = \text{increasing})$ then
           18. Mark a new segment at time index $t$
       19. end
   20. end
   21. if Three seconds since last segment then
       22. Mark a new segment at time index $t$
   23. end
   24. $trend_{prev} \leftarrow trend$

value:

$$s'(t) = \frac{s(t - 2) - 8s(t - 1) + 8s(t + 1) - s(t + 2)}{12} \quad (4.1)$$

where $s(t)$ and $s'(t)$ are the stretch sensor value and its derivative time step $t$, respectively.

When the derivative is positive, we know that the stretch value is increasing. Similarly, a negative value means a decrease, and $s'(t) = 0$ implies a flat region. Looking at a single data point can catch sudden peaks and lead to false alarms. To improve the robustness, one can
look at multiple consecutive data points before determining the trend. In our implementation, we conclude that the trend changes only if the last three derivatives consistently signal the new trend (lines 10–18 in Algorithm 1). For example, if the current trend is flat, we require that the derivative is positive for three consecutive data points to filter glitches in the data point. Whenever we detect that the trend changes from flat or decreasing to positive, we produce a new segment. The final consideration in the segmentation algorithm is to bound the length of the windows from above and below. In order to bound the length of a segment from below, we start looking for new segments only after a fixed amount of time (one second in our implementation) has passed since the last window. The minimum window length check is performed by the if statement in line 19 of Algorithm 1. Lower bounding the window size saves computation time and power by preventing windows that are shorter than normal activity lengths. Similarly, we enforce a maximum window length to improve robustness in case a local minimum is missed. We use $t_{max} = 3$ s as the upper bound since it is long enough to cover all transitions.

Figure 4.4 shows the segmented data for the complete duration of the illustrative example given in Figure 4.3. The proposed approach clearly segments each step of walk. Moreover, it captures the transitions from walking to sitting and sitting to standing very well. Furthermore, the segments obtained from the algorithm for all the activities are shown in Figure 4.5 using red asterisks. The algorithm clearly marks each step in jump, walk, and stairs up/down activities. For sit, stand, and lie down activities, the algorithm uses a 3-second window whenever the sensor data is static. At the same time, whenever there is a transition, such as from sit to stand in Figure 4.5(c), the segmentation algorithm detects this and marks a new segment for the transition. This segmentation allows us to extract meaningful features from the sensor data, as described in the next section.
4.4.3 Feature Generation

To achieve a high classification accuracy, we need to choose representative features that capture the underlying movements. We note that human movements typically do not exceed 10-Hz. Since statistical features, such as mean and variance, are not necessarily representative, we
focus on FFT and DWT coefficients, which have clear frequency interpretations. Prior studies typically choose the largest transform coefficients [153] to preserve the maximum signal power as in compression algorithms. However, sorting loses the frequency connotation, besides using valuable computational resources. Instead, we focus on the coefficients in the frequency bins of interest by preserving the number of data samples in each segment, as described next.

**Stretch sensor features:** The stretch sensor shows a periodic pattern for walking, and remains mostly constant during sitting and standing, as shown in Figure 4.4. As the level of activity changes, the segment duration varies in the (1,3] second interval. We can preserve a 10 Hz sampling rate for the longest duration (3 s during low activity) if we maintain \(2^5 = 32\) data samples per segment. As the level of activity intensifies, the sampling rate grows to 32 Hz, which is sufficient to capture human movements. We choose a power of 2, since it enables efficient FFT computation in real-time. When the segment has more than 32 samples due to larger sensor sampling rate, we first sub-sample and smooth the input data as follows:

\[
s_s[k] = \frac{1}{2S_R} \sum_{i=-S_R}^{S_R} s(tS_R + i), \quad 0 \leq k < 32
\]

(4.2)

where \(S_R = \lfloor N/32 \rfloor\) is the subsampling rate, and \(s_s[k]\) is the sub-sampled and smoothed data point. When there are less than 32 samples, we simply pad the segment with zeros.

After standardizing the size, we take the FFT of the current window and the previous window. We use two windows as it allows us to capture any repetitive patterns in the data. With a 32 Hz sampling rate during high activity regions, we cover \(F_s/2 = 16\) Hz activity per Nyquist theorem. We observe that the leading 16 FFT coefficients, which cover the [0-8] Hz frequency range, carry most of the signal power in our experimental data. Therefore, they are used as features in our classifiers. The level of the stretch sensor also gives useful information. For instance, it can reliably differentiate sit from stand. Hence, we also add the minimum and maximum value of the stretch sensor to the feature set.
**Accelerometer features:** Acceleration data contains faster changes compared to the stretch data, even though the underlying human motion is slow. Therefore, we sub-sample and smoothen the acceleration to \(2^6 = 64\) points following the same procedure given in Equation 4.2. Three-axis accelerometers provide acceleration \(a_x, a_y,\) and \(a_z\) along \(x-, y-,\) and \(z-\)axes, respectively. In addition, we compute the body acceleration excluding the effect of gravity \(g\) as \(b_{\text{acc}} = \sqrt{a_x^2 + a_y^2 + a_z^2} - g\), since it carries useful information.

Discrete wavelet transform is an effective method to recursively divide the input signal to approximation \(A_i\) and detail \(D_i\) coefficients. One can decompose the input signal to \(\log_2 N\) samples, where \(N\) is the number of data points. After one level of decomposition, \(A_1\) coefficients in our data correspond to 0-32 Hz, while \(D_1\) coefficients cover 32-64 Hz band. Since the former is more than sufficient to capture acceleration due to human activity, we only compute and preserve \(A_1\) coefficients with \(O(N/2)\) complexity. The number of features could be further reduced by computing the lower level coefficients and preserving the largest ones. As shown in the performance breakdown in Table 4.8, using the features in the neural network computations takes less time than computing the DWT coefficients. Moreover, keeping more coefficients and preserving the order maintains the shape of the underlying data.

**Feature Overview:** In summary, we use the following features:

*Stretch sensor:* We use 16 FFT coefficients, the minimum, and maximum values in each segment resulting in 18 features.

*Accelerometer:* We use 32 DWT coefficients for \(a_x, a_z,\) and \(b_{\text{acc}}\). In our experiments, we use only the mean value of \(a_y,\) since no activity is expected in the lateral direction, and \(b_{\text{acc}}\) already captures its effect given the other two directions. This results in 97 features.

*General features:* The length of the segment also carries important information, since the number of data points in each segment is normalized. Similarly, the activity in the previous
window is useful to detect transitions. Therefore, we also add these two features to obtain a total of 117 features.

4.5 Classifier Design

4.5.1 Supervised Learning for State Classification

In the offline phase of our framework, the feature set is assigned a label corresponding to the user activity. Then, a supervised learning technique takes the labeled data to train a classifier that is used at runtime. Since one of our major goals is online training using reinforcement learning, we employ a cost-optimized neural network (NN). We also compare our solution to the most commonly used classifiers by prior work and provide brief explanations.

**Support Vector Machine (SVM):** SVM [58] finds a hyperplane that can separate the feature vectors of two output classes. If a separating hyperplane does not exist, SVM maps the data into higher dimensions until a separating hyperplane is found. Since SVM is a two-class classifier, multiple classifiers need to be trained for recognizing more than two output classes. Due to this, SVM is not suitable for reinforcement learning with multiple classes [94], which is the case in our HAR framework.

**Random Forests and Decision Trees:** Random forests [58] use an ensemble of tree-structured classifiers, where each tree independently predicts the output class as a function of the feature vector. Then, the class which is predicted most often is selected as the final output class. C4.5 decision tree [135] is another commonly used classifier for HAR. Instead of multiple trees, C4.5 uses a single tree. Reinforcement learning using random forests has been recently investigated in [127]. As part of the reinforcement learning process, additional trees are constructed and then a subset of trees is chosen to form the new random forest. The extra trees add additional
processing and memory requirements on the system, making it unsuitable for implementation on a wearable system with limited memory.

**k-Nearest Neighbors (k-NN):** k-Nearest Neighbors [58] is one of the most popular techniques used by many previous HAR studies. k-NN evaluates the output class by first calculating k nearest neighbors in the training dataset. Then, it chooses the class that is most common among the k neighbors and assigns it as the output class. k-NN requires storing all the training data locally. Since storing the training data on a wearable device with limited memory is not feasible, k-NN is not suitable for online training.

### 4.5.2 Proposed NN Classifier Design

**Design space exploration for neural network:** Choosing an appropriate structure for the NN is crucial to balance the classification accuracy with the resource requirements of the wearable device. A larger NN achieves a higher accuracy while increasing the memory and processing requirements of the device. Moreover, a larger neural network may also lead to overfitting to the training data, leading to a lower accuracy on new data samples. Therefore, it is crucial to choose the appropriate structure for the NN such that it is robust to new data while keeping the computational complexity low.

We choose the structure of the NN classifier by performing a design space exploration with varying number of hidden layers and neurons in each layer, as shown in Figure 4.6. Specifically, we first set the number of hidden layers and then vary the number of layers in each layer. Then, we train each of these configurations to obtain accuracy values. In order to ensure that the classifier is robust, we also obtain the accuracy of data not seen during training. We repeat this process by changing the number of hidden layers and record the classification accuracy. Finally, we choose the configuration that optimizes the accuracy and resource requirement trade-off.
NN Classifier after DSE: At the end of the design space exploration, we choose the NN shown in Figure 4.7 as our classifier. The NN consists of an input layer, two hidden layers, and an output layer. The input layer processes the features denoted by $X$ and relays them to the first hidden layer with the ReLU activation. The second hidden layer then processes the output of the first layer and applies the ReLU activation. We denote the number of neurons in the hidden layers with $N_{h1}, N_{h2}$, respectively. These are chosen after the design space exploration. However, we use the variable form here to keep the description more general. The output layer in the proposed NN for HAR includes a neuron for each activity $a_i \in A = \{J, L, S, St, W, SU, SD, T\}, 1 \leq i \leq N_A$, where $N_A$ is the number of activities in set $A$, listed in Table 4.1. The output neuron of a given activity $a_i$ computes $O_{a_i}(X, \theta_{in}, \theta)$ as a function of the input features $X$, and the neural network weights $\{\theta_{in}, \theta_{h1}, \theta\}$. To facilitate the policy gradient approach described in Section 4.6.1, we express the output $O_{a_i}$ in terms of the output of the first hidden layer as:

$$O_{a_i}(\theta_{in}, \theta_{h1}, \theta) = O_{a_i}(h_2, \theta) = \sum_{j=1}^{N_{h2}+1} h_{2,j} \theta_{j,i}, \quad 1 \leq i \leq N_A$$

(4.3)

where $h_{2,j}$ is the output of the $j^{th}$ neuron in the first hidden layer, and $\theta_{j,i}$ is the weight from $j^{th}$ neuron in the second hidden layer to output activity $a_i$. Note that $h_{2,j}$ is a function of $X$, 

Figure 4.6: Design space exploration for neural network configuration
\[ \theta_{in}, \text{ and } \theta_{h1}. \text{ The summation in Equation 4.3 goes to } N_{h2} + 1, \text{ since there are } N_{h2} \text{ neurons and one bias term in the hidden layer.} \]

Once we calculate the value of each output neuron, we apply the softmax function to compute the probability of each activity as:

\[
\pi(a_i|\mathbf{h}_2, \theta) = \frac{e^{O_{a_i}(\mathbf{h}_2, \theta)}}{\sum_{j=1}^{N_A} e^{O_{a_j}(\mathbf{h}_2, \theta)}}, \quad 1 \leq i \leq N_A \tag{4.4}
\]

The output probabilities \( \pi(a_i|\mathbf{h}_2, \theta) \) are expressed as a function of the second hidden layer outputs \( \mathbf{h}_2 \) instead of the input features, since our online learning algorithm will leverage it.

Finally, the activity which has the maximum probability is chosen as the output.

**Implementation cost:** Our optimized classifier requires 264 multiplications for the FFT of stretch data, \( 121N_h + (N_{h1} + 1)(N_{h2} + 1) + (N_{h2} + 1)N_A \) multiplications for the NN and uses only 2 kB memory.

4.6 Online Learning for Human Activity Recognition

The trained NN classifier is implemented on the IoT device to recognize the human activities in real-time. In a real-world setting, the device will be used by users who are not part of the training process. These new users may have activity patterns that may not match the patterns.
seen by the NN during the offline training process. Moreover, the activity patterns of the same user may change temporarily due to an injury. Therefore, there is a strong need to develop approaches that continuously updates the weights of the NN to adapt to changes in the user or user patterns.

We use two online learning algorithms for HAR that can be used depending on the level of feedback available from the users, since online learning depends critically on feedback from users. The user can give feedback upon completion of an activity, such as walking, which contains multiple segments (i.e., non-uniform action windows). When the user can indicate whether the inferred activity is correct or wrong, we use the policy gradient algorithm. In contrast, when the user can provide the actual label for the misclassified activities, we incrementally update the weights of the neural network using supervised learning. When no feedback is provided by the user, the weights of the network remain the same. In the following, we provide details on each of the above approaches.

### 4.6.1 Online Learning with Policy Gradient

We use the policy gradient approach to update the weights of the network when the user can only provide indirect feedback in terms of correct or incorrect. The policy gradient algorithm is suitable in this scenario since it can efficiently use the feedback to update the policy, i.e., the activity probabilities in Equation 4.4. We use the following definitions for the state, action, policy, and the reward.

**State:** Stretch sensor and accelerometer readings within a segment are used as the continuous state space. We process them as described in Section 4.4.3 to generate the input feature vector $X$ (Figure 4.7).

**Policy:** The NN processes input features as shown in Figure 4.7 to generate the hidden layer
outputs $h_2 = \{h_j, 1 \leq j \leq N_h + 1\}$ and the activity probabilities $\pi(a_i|\mathbf{h}_2, \theta)$, i.e., the policy given in Equation 4.4.

**Action:** The activity performed in each sensor data segment is interpreted as the action in our RL framework. It is given by $\text{argmax} \; \pi(a_i|\mathbf{h}, \theta)$, i.e., the activity with maximum probability.

**Reward:** Online training requires user feedback, which is defined as the reward function. When no feedback is provided by the user, the weights of the network remain the same. The user can give feedback upon completion of an activity, such as walking, which contains multiple segments (i.e., non-uniform action windows). If the classification in this period is correct, a positive reward (in our implementation $+1$) is given. Otherwise, the reward is negative ($-1$).

We define the sequence of segments for which a reward is given as an *epoch*. The set of epochs in a given training session is called an *episode* following the RL terminology [156].

**Objective:** The value function for a state is defined as the total reward that can be earned, starting from that state and following the given policy until the end of an episode. Our objective is to maximize the total reward $J(\theta)$ as a function of the classifier weights.

**Proposed Policy Gradient Update:** In general, all the weights in the policy network can be updated after an epoch [156]. This is useful when we start with an untrained network with random weights. When a policy network is trained offline, as in our case, its first few layers generate broadly applicable intermediate features [100]. Consequently, we can update only the weights of the output layer to take advantage of offline training and minimize the computation cost. More precisely, we update the weights denoted by $\theta$ in Figure 4.7 to tune our optimized NN to individual users.

Since we use the value function as the objective, the gradient of $J(\theta)$ is proportional to the gradient of the policy [156]. Consequently, the update equation for $\theta$ is given as:

$$
\theta_{t+1} = \theta_t + \alpha r_t \nabla_{\theta} \pi(a_t|\mathbf{h}_2, \theta_t) / \pi(a_t|\mathbf{h}_2, \theta_t), \quad \alpha : \text{Learning rate} \tag{4.5}
$$

where $\theta_t$ and $\theta_{t+1}$ are the current and updated weight matrices, respectively. Similarly, $a_t$ is the
current action at time $t$, $r_t$ is the corresponding reward, and $h_2$ denotes the hidden layer outputs. Hence, we need to compute the gradient of the policy to update the weights. To facilitate this computation and partial update, we partition the weights into two disjoint sets as $S_t$ and $\overline{S_t}$. The weights that connect to the output $O_{a_t}$ corresponding to the current action are in $S_t$. The rest of the weights belong to the complementary set $\overline{S_t}$. With this definition, we summarize the weight update rule in a theorem in order not to disrupt the flow of the chapter with derivations. Interested readers can go through the proof.

**Weight Update Theorem:** Given the current policy, reward, and the learning rate $\alpha$, the weights in the output layer of the NN given in Figure 4.7 are updated online as follows:

$$
\theta_{t+1,j,i} = \begin{cases} 
\theta_{t,j,i} + \alpha r_t (1 - \pi(a_t | h_2, \theta)) \cdot h_j & \theta_{t,j,i} \in S_t \\
\theta_{t,j,i} - \alpha r_t \pi(a_t | h_2, \theta)) \cdot h_j & \theta_{t,j,i} \in \overline{S_t}
\end{cases}
$$

(4.6)

**Proof:** The partial derivative of the policy $\pi(a_t | h_2, \theta)$ with respect to the weights $\theta_{j,i}$ can be expressed using the chain rule as:

$$
\frac{\partial \pi(a_t | h_2, \theta)}{\partial \theta_{j,i}} = \frac{\partial \pi(a_t | h_2, \theta)}{\partial O_{a_t}(h_2, \theta)} \frac{\partial O_{a_t}(h_2, \theta)}{\partial \theta_{j,i}}
$$

(4.7)

where $1 \leq j \leq N_h + 1$ and $1 \leq i \leq N_A$. When $\theta_{t,j,i} \in S_t$, action $a_t$ corresponds to output $O_{a_t}(h_2, \theta)$. Hence, we can express the first partial derivative using Equation 4.4 as follows:

$$
\frac{\partial \pi(a_t | h_2, \theta)}{\partial O_{a_t}(h_2, \theta)} = \frac{e^{O_{a_t}(h_2, \theta)}}{\sum_{j=1}^{N_a} e^{O_{a_j}(h_2, \theta)}} - \left(\frac{e^{O_{a_t}(h_2, \theta)}}{\sum_{j=1}^{N_a} e^{O_{a_j}(h_2, \theta)}}\right)^2
$$

$$
= \pi(a_t | h_2, \theta) (1 - \pi(a_t | h_2, \theta))
$$

(4.8)

Otherwise, i.e., $\theta_{t,j,i} \in \overline{S_t}$, the derivative is taken with respect to another output. Hence, we can find the partial derivative as:

$$
\frac{\partial \pi(a_t | h_2, \theta)}{\partial O_{a_t}(h_2, \theta)} = -\frac{e^{O_{a_t}(h_2, \theta)} e^{O_{a_t}(h_2, \theta)}}{\left(\sum_{j=1}^{N_A} e^{O_{a_j}(h_2, \theta)}\right)^2} = -\pi(a_t | h_2, \theta) \pi(a_t | h_2, \theta)
$$

(4.9)
The second partial derivative in Equation 4.7, \( \partial O_{a,t}(h_2, \theta) / \partial \theta_{j,i} \), can be easily computed as \( h_j \) using Equation 4.3. The weight update is the product of learning rate \( \alpha \), reward \( r_t \), \( h_j \), and the partial derivative of the policy with respect to the output functions. For the weights \( \theta_{t,j,i} \in S_t \), we use the partial derivative in Equation 4.8. For the remaining weights, we use Equation 4.9. Hence, we obtain the first and second lines in Equation 4.6, respectively. 

\[ \text{Q.E.D} \]

4.6.2 Online Updates with Incremental Supervised Learning

Online learning using the policy gradient algorithm is most useful when the activity labels are not available. While it can be used when activity labels are available, the convergence rates of the policy gradient algorithm are lower when compared to supervised learning. Therefore, we use supervised learning for performing incremental weight updates when the user can provide activity labels at runtime, as outlined in Algorithm 2. The algorithm takes the offline trained weights of the NN as its input. Then, the first step in the algorithm is to initialize a buffer \( B \) of size \( M \) that is used to store the training data for weight updates. With this initialization, we start the online phase of the algorithm. For each activity segment \( t \), we first obtain the feature vector \( X_t \) and use it with the weights to determine the activity probabilities (lines 4–5). Then, we assign the activity with the maximum probability as the output activity. This activity is shown to the user who then provides the actual activity label \( a_t^* \) to the algorithm. If the actual activity label \( a_t^* \) does not match the activity output of the NN, we store both the feature vector \( X_t \) and the label \( a_t^* \) in the buffer \( B \) (lines 7–10). Otherwise, we proceed to the next activity. This process continues until the buffer is full. Once the buffer is full, we use the training data in the buffer to update the weights of the NN using the backpropagation algorithm. Similar to the policy gradient approach, we update only the weights in the output layer. Finally, we reset the data in buffer \( B \) so that training data from the updated network can be collected.
**Algorithm 2: Weight Update via Supervised Learning**

1. **Input:** Offline trained NN weights \( \{\theta_1, \theta_2, \theta\} \)
2. Initialize the buffer \( B \) of size \( M \) to store new training examples

   for each activity segment \( t \) do
   3. Generate feature vector \( X_t \)
   4. Evaluate activity probabilities \( \pi(a_t | h_2, \theta_t) \) using Equation 4.4
   5. \( a_t \leftarrow \arg\max \pi(a_i | h, \theta) \)
   6. Obtain activity label \( a^*_t \) from user
   7. if \( a_t \neq a^*_t \) then
      8. Append \( \{X_t, a^*_t\} \) to \( B \)
   9. end
   10. if \( B \) is full then
       11. Obtain \( \theta_{t+1} \) using backpropagation algorithm on current weights \( \theta_t \) and \( B \)
       12. Reset the data in \( B \)
   13. end
   14. end

In summary, the weights of the output layer are updated online using either of the two algorithms after user feedback. We note that the weights of the hidden layers can be updated similarly by computing the gradient of the hidden layers with respect to their weights. Detailed results for the improvement in accuracy using the online learning approaches and a comparison among them are presented in Section 4.7.4.

4.7 Experimental Evaluation and Discussions

4.7.1 Experimental Setup

We implement the proposed HAR framework on the TI-CC2650 [160] IoT device. We place the TI-CC2650 device on the ankle while the flexible stretch sensor is worn on the knee. The stretch sensor transmits the data to the TI-CC2650 [160] IoT device that processes the data to preforms the activity recognition. The recognized is then transmitted to a host device, such
as a smartphone. We transmit only the activity classification since transmission of the raw data incurs a higher communication overhead.

**Training, cross-validation, and test data split:** We first divide the users into two sets, *offline training*, and *online training*. The offline training set includes 18 users while the online training set includes the remaining 4 users. The users in the offline training set are used to train the neural network classifier. Within this dataset, we reserve 60% data for training, 20% data for cross-validation, and 20% data for test. The trained classifier is then used to perform activity classification for the online training users and update the weights of the network. Furthermore, in order to ensure robustness of the proposed framework, we create a total of 30 combinations of *offline training* and *online training* sets. In each combination we ensure that number of common users is minimal.

### 4.7.2 Neural Network Design Space Exploration

We use a neural network to perform online activity recognition and training. The NN has to be implemented on the wearable device with limited memory (in our case 20 kB). Therefore, it should have a small memory footprint, i.e., a lower number of weights, while giving a high recognition accuracy. To choose the neural network structure for HAR, we perform a design space exploration with a single hidden layer and two hidden layer networks. In each of the networks, we vary the number of neurons in the hidden layers to study the effect on accuracy and memory requirements. Figure 4.8(a) shows the change in accuracy as we increase the number of neurons in the hidden layer for a NN with a single hidden layer. We see that the accuracy of the network saturates at around 93% after 4 neurons in the hidden layer. The memory requirement $M$ for this network is given by $M = 121 \times N_h + N_h \times 8$, where $N_h$ is the number of neurons in the hidden layer. The equation shows that the addition of a single
neuron in the hidden layer leads to 120 additional weights. Therefore, addition of neurons to the NN incurs a high memory cost while providing marginal improvements in accuracy.

Next, we analyze the accuracy obtained by NNs with two hidden layers. We first fix the number of neurons in the first layer and then vary the number of neurons in the second layer. We repeat this for different number of neurons in the first layer. Figure 4.8 shows the accuracy of the NN when we fix the first layer neurons to 4, 8, and 12, respectively. The three types of markers represent the neurons in the first layer, while the x-axis shows the number of neurons in the second layer when the first layer is fixed. All the networks achieve similar accuracy with 4-neuron networks having a slightly lower accuracy. At the same time, the 4-neuron networks come with a significant memory advantage. When we compare the networks with one and two hidden layers, the two-layer networks achieve better accuracy with a slightly higher memory cost. This is because the memory cost additional of neurons in the second layer is much lower than in the first layer. Therefore, in our implementation, we choose a NN with 4 neurons in the first layer and 8 neurons in the second layer. We choose this over a network with just 4 neurons in the second layer as it provides a more robust operation. The chosen network provides a 95.32% accuracy with a 2 kB memory requirement.

Figure 4.8: Comparison of accuracy with the number of neurons
4.7.3 Accuracy Analysis of the Neural Network

4.7.3.1 Confusion Matrix

Once we finalize the structure of the NN classifier, we move on to train the NN using the data from 18 users reserved for offline training. Then, we analyze the accuracy of each activity in the training set by obtaining the confusion matrix, as shown in Table 4.5. There is one column and one row corresponding to the activities of interest. The numbers on the diagonal show the recognition accuracy for each activity. For example, the first row in the first column shows that jump is recognized with 94.6% accuracy. We also include the total number of activity windows with the corresponding label at the beginning of each row to provide the absolute numbers. For instance, a total of 392 windows were labeled “Jump” for the 18 users chosen for training.

From the confusion matrix, we see that the NN achieves accuracy greater than 94% for all activities except transition. The accuracy is lower for transitions as each transition window includes features from two distinct activities. The loss in accuracy is acceptable for transitions, as we can indirectly infer by looking at the segments before and after the transition. Finally, we

<table>
<thead>
<tr>
<th></th>
<th>Jump</th>
<th>Lie Down</th>
<th>Sit</th>
<th>Stand</th>
<th>Walk</th>
<th>Stairs Up</th>
<th>Stairs Down</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jump</td>
<td>94.6%</td>
<td>0.00</td>
<td>0.26%</td>
<td>0.00</td>
<td>4.08%</td>
<td>0.00</td>
<td>0.26%</td>
<td>0.77%</td>
</tr>
<tr>
<td>Lie Down</td>
<td>0.00</td>
<td>99.8%</td>
<td>0.21%</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Sit</td>
<td>0.00</td>
<td>0.00</td>
<td>96.4%</td>
<td>2.98%</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.63%</td>
</tr>
<tr>
<td>Stand</td>
<td>0.00</td>
<td>0.00</td>
<td>2.47%</td>
<td>95.1%</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>2.47%</td>
</tr>
<tr>
<td>Walk</td>
<td>0.75%</td>
<td>0.00</td>
<td>0.25%</td>
<td>1.23%</td>
<td>94.5%</td>
<td>0.19%</td>
<td>0.69%</td>
<td>2.38%</td>
</tr>
<tr>
<td>Stairs Up</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>96.3%</td>
<td>3.66%</td>
<td>0.00</td>
</tr>
<tr>
<td>Stairs Down</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>3.80%</td>
<td>0.00</td>
<td>96.2%</td>
<td>0.00</td>
</tr>
<tr>
<td>Transition</td>
<td>1.23%</td>
<td>0.00</td>
<td>2.47%</td>
<td>2.88%</td>
<td>2.88%</td>
<td>0.00</td>
<td>0.00</td>
<td>90.5%</td>
</tr>
</tbody>
</table>
Table 4.6: Comparison of accuracy for different classifiers

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Train Acc. (%)</th>
<th>Test Acc. (%)</th>
<th>Overall Acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>100.00</td>
<td>95.60</td>
<td>99.12</td>
</tr>
<tr>
<td>C4.5</td>
<td>98.67</td>
<td>91.70</td>
<td>97.28</td>
</tr>
<tr>
<td>k-NN</td>
<td>96.76</td>
<td>94.39</td>
<td>96.29</td>
</tr>
<tr>
<td>SVM</td>
<td>99.01</td>
<td>93.53</td>
<td>97.91</td>
</tr>
<tr>
<td>Our NN</td>
<td>96.24</td>
<td>91.71</td>
<td>95.32</td>
</tr>
</tbody>
</table>

note that all 30 combinations of training user sets achieve similar confusion matrices. Therefore, we do not report the confusion matrix for each combination.

4.7.3.2 Comparison with Other Classifiers

One to one comparison with existing approaches for HAR is not feasible since they use devices, datasets, and activities that are different from our study. Therefore, we implement commonly used supervised learning classifiers on our dataset and compare the accuracies. Table 4.6 shows the accuracy of commonly used classifiers. We see that the proposed neural network classifier achieves a competitive accuracy when compared to the other classifiers. While the other classifiers achieve a slightly higher accuracy than the NN, they are not amenable to online learning. In contrast, the proposed NN can be efficiently updated at runtime to enable online learning for HAR, which is one of the focus areas of this work.

4.7.3.3 Robustness of the NN Classifier

We need to ensure that the proposed NN classifier is robust to input from different users. Therefore, we perform an accuracy analysis with the 30 user combinations described in 4.7.1. We first train with 60% of the data from the 18 users present in the offline training set of
Figure 4.9: Comparison of accuracy with different combinations of users for training each user combination. The training phases also uses 20% of the data in each set for cross-validation during training. After training a NN with each user combination, we test them with the remaining 20% data and 4 unseen users (online training set). The accuracy results for the 30 classifiers obtained in this analysis are summarized in Figure 4.9. We see that all the user combinations achieve training accuracy higher than 95% and cross-validation accuracy greater than 90%. Moreover, most of the combinations achieve test accuracy higher than 90%. A few of the user combinations, such as 16, 17, and 30, have lower test accuracy. This can be attributed to the fact that the activity signatures observed in the training set of 18 users do not capture the activity signatures of the 4 test users. We can overcome this issue by either including the users in the training set or applying online learning.

4.7.4 Online Learning with new users

We use the NN classifiers trained for each of the 30 user combinations to recognize the activities of the users not included in the training set. As we see in the previous section, the test accuracies for some of the user combinations are lower than 90%. Therefore, we use the proposed online learning algorithms to adapt the weights of the classifiers to the new users.
Figure 4.10: Comparison of reinforcement learning and incremental learning

Figure 4.10 shows the improvement in accuracy obtained by the reinforcement learning and incremental supervised learning for four users not see during training. The initial NN for these users is obtained from user combination 25 that has greater than 95% training accuracy. However, we see that the initial accuracy for all the four users is lower than the accuracy for training users. In particular, the accuracy for user 10 is only about 60%. Starting with this initial accuracy, we apply the online learning algorithms. Each episode in the x-axis corresponds to an iteration of RL using the data set for new users. The weights of the NN are updated after each segment as a function of the user feedback for a total of 100 episodes. We note that the data of a particular user are reused in each episode of online learning. As more data becomes available for each user, we can use different subsets of data in each episode. We see that the online learning algorithms provide a consistent improvement in accuracy for all the new users. For instance, the policy gradient algorithm improves the accuracy of user 19 from about 83% to 95%, while the incremental supervised learning approach improves the accuracy to almost
100%. Similar improvements are observed for other users as well. We also see that the incremental supervised learning approach improves the accuracy much faster and to a higher level when compared to the policy gradient approach. This is expected since it uses the actual activity labels instead of an indirect reward. Therefore, it is more beneficial to use the incremental supervised learning algorithm when the user provides the actual activity labels. We note that the user feedback can be obtained periodically from the user by prompting them to enter the information on a smartphone app. The frequency of the feedback can be reduced as the classifier adapts to the user.

Table 4.7 provides a summary of the improvement obtained through online learning for all 30 user combinations. The table contains a set of three columns for each user in the online training set. Within each set of columns, we show the initial accuracy at the beginning of online training, the final accuracy obtained with reinforcement learning, and the final accuracy obtained with incremental learning. We see that the incremental learning approach achieves accuracy greater than 99% for all user combinations. We can attribute this to the fact that the neural network adapts to the patterns of the user, thus providing personalized HAR. Reinforcement learning also achieves accuracy greater than 90% for most of the user combinations and test users. For a few of the users, such as test user 1 in combination 16, the accuracy improvement with reinforcement learning saturates. This limitation can either be resolved using incremental learning or updating all the layers in the network. In summary, the online learning algorithms proposed in this chapter improve the accuracy for users not previously seen by the network. This ensures that the device can adapt to new users very easily and provide personalized HAR.
### Table 4.7: Comparison of accuracy improvement with online learning

<table>
<thead>
<tr>
<th>User comb.</th>
<th>Test User 1 Accuracy (%)</th>
<th>Test User 2 Accuracy (%)</th>
<th>Test User 3 Accuracy (%)</th>
<th>Test User 4 Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Init. RL IL</td>
<td>Init. RL IL</td>
<td>Init. RL IL</td>
<td>Init. RL IL</td>
</tr>
<tr>
<td>1</td>
<td>93.7 97.5 99.7</td>
<td>93.2 98.9 99.9</td>
<td>88.2 95.1 99.7</td>
<td>75.0 82.1 99.7</td>
</tr>
<tr>
<td>2</td>
<td>91.1 92.4 99.6</td>
<td>83.3 86.1 99.2</td>
<td>82.4 94.1 98.2</td>
<td>91.1 95.8 99.8</td>
</tr>
<tr>
<td>3</td>
<td>93.7 97.5 99.5</td>
<td>92.2 98.4 99.9</td>
<td>76.1 87.7 99.9</td>
<td>88.4 95.3 99.9</td>
</tr>
<tr>
<td>4</td>
<td>91.1 100.0 99.9</td>
<td>86.9 94.6 100.0</td>
<td>58.8 85.3 99.6</td>
<td>80.6 94.2 99.6</td>
</tr>
<tr>
<td>5</td>
<td>97.5 97.5 99.7</td>
<td>96.2 97.5 99.9</td>
<td>82.5 96.0 99.8</td>
<td>84.4 91.1 99.1</td>
</tr>
<tr>
<td>6</td>
<td>86.4 92.0 99.7</td>
<td>97.2 97.2 99.7</td>
<td>97.1 98.8 100.0</td>
<td>86.3 94.3 99.9</td>
</tr>
<tr>
<td>7</td>
<td>94.3 98.9 99.5</td>
<td>88.2 94.1 98.8</td>
<td>91.4 94.5 99.8</td>
<td>60.8 89.2 99.8</td>
</tr>
<tr>
<td>8</td>
<td>92.0 93.2 99.8</td>
<td>92.2 95.3 99.8</td>
<td>79.3 95.3 99.9</td>
<td>87.4 96.1 99.7</td>
</tr>
<tr>
<td>9</td>
<td>89.6 94.4 99.7</td>
<td>94.4 97.2 99.4</td>
<td>93.3 96.9 99.8</td>
<td>91.3 97.1 99.8</td>
</tr>
<tr>
<td>10</td>
<td>93.1 97.9 99.8</td>
<td>88.2 94.1 98.8</td>
<td>98.4 99.2 99.8</td>
<td>96.8 98.7 100.0</td>
</tr>
<tr>
<td>11</td>
<td>66.0 93.8 99.9</td>
<td>80.2 93.2 99.8</td>
<td>90.1 95.9 99.9</td>
<td>87.3 96.8 99.7</td>
</tr>
<tr>
<td>12</td>
<td>84.7 92.4 99.8</td>
<td>79.7 94.4 100.0</td>
<td>54.9 65.7 99.6</td>
<td>82.2 88.9 99.1</td>
</tr>
<tr>
<td>13</td>
<td>69.3 84.3 99.7</td>
<td>88.9 91.7 98.9</td>
<td>80.2 96.1 99.9</td>
<td>93.6 99.4 99.9</td>
</tr>
<tr>
<td>14</td>
<td>56.4 82.9 99.7</td>
<td>76.5 94.1 97.6</td>
<td>89.2 94.9 99.9</td>
<td>84.4 91.1 99.3</td>
</tr>
<tr>
<td>15</td>
<td>81.4 87.1 99.8</td>
<td>93.2 96.4 99.8</td>
<td>98.4 99.6 99.8</td>
<td>67.6 91.2 99.6</td>
</tr>
<tr>
<td>16</td>
<td>48.4 66.8 99.9</td>
<td>55.7 81.4 99.9</td>
<td>92.6 95.1 99.8</td>
<td>88.9 95.2 99.8</td>
</tr>
<tr>
<td>17</td>
<td>43.0 67.7 99.9</td>
<td>96.3 98.4 99.9</td>
<td>86.4 94.2 99.7</td>
<td>88.9 91.1 99.1</td>
</tr>
<tr>
<td>18</td>
<td>92.4 94.1 99.7</td>
<td>86.1 91.7 98.9</td>
<td>52.9 72.5 99.9</td>
<td>91.3 91.3 99.7</td>
</tr>
<tr>
<td>19</td>
<td>89.1 92.4 99.7</td>
<td>87.0 93.8 99.9</td>
<td>85.9 91.4 99.8</td>
<td>96.2 99.4 99.9</td>
</tr>
<tr>
<td>20</td>
<td>95.0 95.8 99.7</td>
<td>64.1 80.1 99.9</td>
<td>82.4 88.2 98.2</td>
<td>87.9 94.8 99.8</td>
</tr>
<tr>
<td>21</td>
<td>88.6 98.1 99.9</td>
<td>88.2 94.1 98.8</td>
<td>81.6 94.2 99.6</td>
<td>85.7 92.1 99.8</td>
</tr>
<tr>
<td>22</td>
<td>94.4 99.3 100.0</td>
<td>42.7 59.6 99.9</td>
<td>89.8 96.6 99.7</td>
<td>96.8 99.4 99.9</td>
</tr>
<tr>
<td>23</td>
<td>89.1 97.8 99.8</td>
<td>92.4 95.0 99.7</td>
<td>92.0 94.3 99.7</td>
<td>82.2 91.1 99.3</td>
</tr>
<tr>
<td>24</td>
<td>78.3 100.0 100.0</td>
<td>90.1 99.0 99.9</td>
<td>92.0 94.5 99.8</td>
<td>90.4 94.9 99.9</td>
</tr>
<tr>
<td>25</td>
<td>87.3 95.2 100.0</td>
<td>73.9 92.4 99.7</td>
<td>57.1 87.1 99.7</td>
<td>84.5 96.1 99.6</td>
</tr>
<tr>
<td>26</td>
<td>91.9 95.4 99.9</td>
<td>85.5 94.7 99.9</td>
<td>88.9 97.2 98.9</td>
<td>88.9 97.8 99.6</td>
</tr>
<tr>
<td>27</td>
<td>92.0 96.4 100.0</td>
<td>89.1 100.0 100.0</td>
<td>99.2 99.2 99.9</td>
<td>92.9 96.0 99.7</td>
</tr>
<tr>
<td>28</td>
<td>83.7 88.5 100.0</td>
<td>86.7 98.8 99.9</td>
<td>87.4 94.1 99.7</td>
<td>95.9 97.9 99.9</td>
</tr>
<tr>
<td>29</td>
<td>68.3 85.9 100.0</td>
<td>76.1 100.0 99.8</td>
<td>55.9 73.5 99.7</td>
<td>63.1 93.0 99.9</td>
</tr>
<tr>
<td>30</td>
<td>81.1 90.3 100.0</td>
<td>72.2 95.0 99.9</td>
<td>54.3 94.4 99.8</td>
<td>66.9 95.5 99.9</td>
</tr>
</tbody>
</table>

4.7.5 Power, Performance and Energy Evaluation

To fully assess the cost of the proposed HAR framework, we present a detailed breakdown of execution time, power consumption, and energy consumption for each step. The first part of HAR involves data acquisition from the sensors and segmentation. Since the segmentation
Table 4.8: Execution time, power and energy consumption

<table>
<thead>
<tr>
<th>Block</th>
<th>Exec. Time (ms)</th>
<th>Average Power (mW)</th>
<th>Energy (µJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sense</td>
<td>Read/Segment</td>
<td>1500.00</td>
<td>1.13</td>
</tr>
<tr>
<td>Compute</td>
<td>DWT</td>
<td>7.90</td>
<td>9.50</td>
</tr>
<tr>
<td></td>
<td>FFT</td>
<td>17.20</td>
<td>11.80</td>
</tr>
<tr>
<td></td>
<td>NN</td>
<td>2.50</td>
<td>12.90</td>
</tr>
<tr>
<td>Overall</td>
<td></td>
<td>27.60</td>
<td>11.24</td>
</tr>
<tr>
<td>Comm.</td>
<td>BLE</td>
<td>8.60</td>
<td>5.00</td>
</tr>
</tbody>
</table>

The algorithm runs continuously while the data is acquired, its energy consumption is included in the sensing block. Table 4.8 shows the power and energy consumption for a typical segment of 1.5 s. The average power consumption for data acquisition is 1.13 mW, leading to a total energy consumption of 1695 µJ. If the segments are of a longer duration, the energy consumption for data sensing increases linearly. Following the data segmentation, we extract the features and run the classifier. The execution time, power, and energy for these blocks are shown in the "Compute" rows in Table 4.8. As expected, the FFT block has the largest execution time and energy consumption. However, it is still two orders of magnitude lower than the duration of a typical segment. Finally, the energy consumption of the BLE communication block is given in the last row of Table 4.8. Since we transmit the inferred activity, the energy consumed by the BLE communication is only about 43 µJ. With less than 12.5 mW average power consumption, our approach enables close to 60-hour uninterrupted operation using a 200 mAh @ 3.7 V battery [51]. Hence, it can enable self-powered wearable devices [23] that can harvest their own energy [125].
4.8 Summary

Human activity recognition has wide-ranging applications from movement disorders to patient rehabilitation to activity promotion in the general population. Successful research in HAR critically depends on the availability of open-source datasets. To address this need, we presented a w-HAR, an open-source dataset for human activity recognition that, for the first time, includes data from both wearable stretch and accelerometer sensors. We provide three versions of the sensor data as part of w-HAR. The first version provides raw sensor data that allows researchers to develop their own algorithms for all steps of HAR. Secondly, we provide segmented data that gives researchers the freedom to just focus on feature generation and classification. Finally, we provide a baseline feature set for researchers who want to focus only on classifier development.

We also presented a HAR framework on a wearable IoT device using stretch and accelerometer sensors. The first step of our solution is a novel technique to segment the sensor data non-uniformly as a function of the user motion. Then, we generate FFT and DWT features using the segmented data. The feature data was used to perform a DSE of neural network classifiers for HAR. After the DSE, we obtained a NN classifier that achieved 95% accuracy for user data available at design time. Then, we introduced two online learning algorithms to continuously improve the classifier weights for new user subjects as a function of user feedback. The online learning algorithms improved the accuracy for new users by as much as 40% with less than 12.5 mW power consumption.
5.1 Introduction

Human activity recognition (HAR) is a critical component in a range of health and activity monitoring applications [30, 74, 89, 107]. It provides valuable insight into movement disorders by allowing health professionals to monitor their patients in a free-living environment [44, 53]. HAR is also the first step towards understanding gait parameters, such as step length and gait velocity, which are also used in movement disorder analysis and rehabilitation [147, 175]. In addition, HAR is used for obesity management and promoting physical activity among the public. Due to these high-impact applications of HAR, it has received increased research attention in recent years [153, 169].

Most HAR techniques start with collecting sensor data from users available at design time [96]. This data is used to train a classifier for the activities of interest. Then, the trained classifier is used by new users in the field, whose data is not available for training. This approach assumes that the HAR classifiers can be transferred across different user sets. However, this assumption may not hold in general as activity patterns can change with age, gender, and physical condition. For instance, Figure 5.1 shows the stretch sensor data during walking for four users in our experimental dataset. There is a significant variation both in the range of sensor values and the data patterns. Furthermore, the activity patterns may vary over time, even for a given user, due to the progression of symptoms, injury, or other physical changes. These variations can significantly reduce the recognition accuracy for new users as we demonstrate
in this chapter. Therefore, **classifiers that are designed offline must adapt to changing data patterns of new and existing users to achieve high classification accuracy.**

Training classifiers from scratch for new users is expensive due to high data storage and computational requirements. It is especially challenging for low-power wearable devices and smartphones, which are the most commonly used devices for HAR [96, 153]. Moreover, classifiers trained offline have better generalization capability due to a large amount of data [113]. Although training from scratch for a particular user may increase its performance, it may reduce robustness due to overfitting. In contrast, transfer learning with a common feature set can carry over the generalization capabilities from the offline stage and fine-tune for user-specific features in the field.

This chapter first demonstrates that HAR classifiers designed offline cannot be transferred as a whole to an arbitrary set of users. Then, it presents a systematic study to determine how to transfer the offline knowledge and adapt classifiers to individual users. This study is performed using convolutional neural networks (CNNs) due to their ability to produce broadly applicable features from raw input data. Specifically, we use canonical correlation analysis (CCA) [113] to evaluate the distance between the layers of CNNs trained with different sets of users. This analysis reveals that the initial layers of CNNs provide representations that are general across all the users, while the deeper layers discriminate between the features specific to each set of users.

![Figure 5.1: Comparison of stretch sensor data of four users for a single step during walk. There is a significant change in both the range of values and data patterns. The grey dashed lines show different instances of the same activity, while the red line shows a representative activity window for each user.](image)
Based on this insight, the proposed approach achieves high accuracy and significant savings in training time by fine-tuning the deeper layers that differentiate users while transferring the weights of the initial layers.

The proposed approach is validated using an in-house wearable HAR dataset (w-HAR), which is released to the public, and two public datasets [6, 139]. We start by dividing the users in each dataset into multiple clusters so that the effect of transfer learning for unseen user clusters can be evaluated. In a challenging scenario, the clusters have to be as separated as possible such that the classifier can only learn the patterns from the users in the training set. For instance, the four users in Figure 5.1 belong to different clusters. To this end, we generate user clusters both randomly (for average-case) and using k-means clustering [58] (for the most challenging scenario). Next, a CNN classifier is trained for each user cluster. After analyzing the similarity between the CNNs trained with different user clusters, the weights are transferred between user clusters and the dissimilar layers are fine-tuned. Extensive evaluations for the w-HAR dataset show that in the worst case, transferring weights and fine-tuning the last layer achieves accuracy that is the same as the accuracy obtained by training from scratch while reducing the computation during training by 66%.

In summary, the major contributions of this chapter are as follows:

• An empirical demonstration which shows that HAR classifiers designed offline cannot be transferred to an arbitrary set of users,
• A systematic analytical study which reveals that deeper layers of HAR classifiers capture user-specific information, while the initial layers provide general features,
• Extensive experimental evaluations using three datasets that show up to 43% and on average 14% higher accuracy compared to the accuracy without using transfer learning for new users.
5.2 Related Research

Transfer learning: Transfer learning aims to leverage the information learned in one domain to improve the accuracy in a new domain [121]. The information used for transfer includes the weights of a classifier [55, 56, 148], features [138], and instances of data [43]. The transfer can occur between different applications or between different scenarios of a single application [121]. A popular example of transfer learning between applications is medical imaging [144, 151], where CNNs trained for classifying ImageNet [47] are adapted to classify medical images. Similarly, transfer learning for new scenarios includes adaptation to a new device [2], classes [27], or users [68].

One of the fundamentals aspects of transfer learning is identifying what information to transfer. To this end, research has focused on parameter transfer [119], feature representation transfer [7, 28], and data instance transfer [43]. We focus our attention on parameter transfer since the proposed approach uses parameter transfer as well. Oquab et al. [119] design a method to reuse layers trained with one dataset to compute mid-level image representation for images in another dataset. Yosinski et al. [176] empirically quantify the generality versus specificity of neurons in each layer of a deep convolutional neural network for the ImageNet [47] dataset. They show that the features in the initial layers are general in that they are applicable to multiple image recognition tasks. Morcos et al. [113] directly analyze the hidden representations of each layer in CNNs by using Canonical Correlation Analysis (CCA). CCA enables a comparison of the learned representations between different neural network layers and architectures.

Transfer learning has been applied successfully in fields such as medical imaging classification [144] and computer vision [134]. Salem et al. [144] presented an approach to transfer a CNN from image classification domain to electrocardiogram (ECG) signal classification domain. Similarly, the authors in [136] explore properties of transfer learning from natural image
classification networks to medical image classification. Quattoni et al. [134] show that prior knowledge from unlabeled data is useful in learning a new visual category from few examples [134]. The authors developed a visual-category learning algorithm called sparse prototype learning that can learn an efficient representation from a set of related tasks while taking advantage of unlabeled data.

**Transfer learning for HAR:** Research on HAR has increased in recent years due to its potential in applications such as movement disorders, obesity management, and remote patient monitoring [30, 74, 107]. One of the challenges in HAR algorithms is that the data available at design time may not be representative of the activity patterns of new users. As a result, accuracy can degrade for new users [50]. Recent research has used transfer learning to address this issue [40, 50, 101, 141]. The survey by Cook et al. [40] presents how different types of transfer learning have been used for HAR. Here we present the transfer learning approaches that are most relevant to this chapter while referring readers to the survey for a broader analysis. Dine et al. [50] perform an empirical study to analyze the performance of transfer learning methods for HAR and find that the maximum mean discrepancy method is most suitable for HAR. A CNN-based method to transfer learned knowledge to new users and sensor placements is presented in [36]. The authors empirically determine the number of layers to transfer based on the accuracy obtained after transferring. However, this method is not scalable since the training has to be repeated for each configuration of the transfer. Rokni et al. [141] use transfer learning to personalize a CNN classifier to each user by retraining the classification layer with new users. However, the authors do not provide any insight into the number of layers that can be transferred between users and how it benefits the learning for new users. In contrast, we perform representational analysis using CCA to determine layers that need to be fine-tuned for new users.

Our work proposes a complete transfer learning framework for HAR using representational
analysis of CNNs. We start with clustering the users such that they are as separated as possible. This clustering allows us to test the robustness of our approach. Then, we analyze the hidden representation of different layers of a CNN by using CCA similarity. Using insights from the CCA similarity analysis, we fine-tune specific layers of the network to adapt to new users. The proposed approach is evaluated on w-HAR and two public datasets [6, 139] with both manually and randomly generated clusters.

5.3 Human Activity Recognition Framework

We use the human activity recognition application described in Chapter 4. A brief summary is provided here to maintain the flow of the chapter. Most HAR approaches start with data from wearable inertial sensors or a smartphone to record the data when the user is performing the activities of interest. After collecting the sensor data, the next step is to pre-process and segment the sensor data for feature generation. The most common approach in literature for segmentation is to divide the data into one to ten-second windows with a 50% overlap between consecutive windows [6, 93, 168]. Then, the data within each window is processed to generate the features for the classifier. A variety of classifiers, such as neural networks, decision trees, random forest, and k-nearest neighbors, have been used for HAR. This chapter focuses on CNNs since the convolutional layers produce broadly applicable features, while the remaining layers facilitate efficient online weight updates.

---

8 Video cameras are also used for HAR, but we focus on HAR using wearable sensors and smartphones.
5.3.1 Experimental Datasets

**Wearable HAR dataset (w-HAR):** We use the w-HAR dataset described in Chapter 4 as one of the experimental datasets in this chapter. The w-HAR dataset includes empirical data from 22 users while performing seven activities and transitions between them.

**UCI HAR dataset [6]:** The UCI HAR consists of data from 30 users who performed six activities (*lie down, sit, stand, stairs down, stairs up, and walk*) while wearing a smartphone on the waist. The dataset records readings from the accelerometer and gyroscope sensors in the smartphone. The dataset provides 561 time and frequency domain features for each activity window of 2.56 s. We use the default feature set provided by the dataset in our analysis.

**UCI HAPT dataset [139]:** This is an updated version of the UCI HAR dataset where the authors added information about postural transitions, such as stand-to-sit and sit-to-stand. Similar to the UCI HAR dataset, the HAPT dataset provides 561 time and frequency domain features for each activity.

5.4 Transfer Learning for Human Activity Recognition

5.4.1 Flow of the Proposed Transfer Learning Approach

Figure 5.2 shows an overview of the proposed transfer learning framework. First, the feature data is split into multiple clusters by using k-means clustering. The clustering ensures that users having similar data patterns, such as walking speed, are grouped together. More importantly, it ensures that users across different clusters are more dissimilar than random partitioning. Next, a CNN classifier is trained with each user cluster (UC) obtained in the previous step. To avoid overfitting, we divide each user cluster into 60% train, 20% cross-
validation, and 20% test data. The test accuracy obtained is the baseline accuracy when the respective clusters are used for training the CNN. In the next step, a CNN trained with one UC is tested with data of other UCs that are not used in training the CNN. 100% of the other UC data are used for testing since none of it is used during training. For example, a CNN trained with the training data of UC 1 is tested with all the data of UC 2. The accuracy obtained in this step is referred to as the cross-UC accuracy. Along with the accuracy evaluation, we also calculate the CCA distance between trained CNNs in this step. The CCA distance helps in analyzing layers that generalize for all the UCs and the layers that differentiate UCs. Based on the CCA distance analysis, the next step is transferring the CNN weights between UCs and fine-tuning the layers that provide distinguishable information for each UC. This step is performed for both k-means clustering and multiple randomly generated clusters to test the robustness of the approach. Finally, we evaluate the accuracy after completing the fine-tuning process.

5.4.2 Clustering Users with Distinct Activity Patterns

The first step in the proposed framework is partitioning the users into clusters. Clustering ensures that users in separate clusters have as distinct activity patterns as possible, as illustrated in Figure 5.1. Hence, we can analyze the benefits and efficiency of transfer learning under more challenging conditions than random partitioning. We employ the following steps to obtain the user clusters.
**Representative Window for Each User:** Each user has multiple windows for the same activity since the collected data is segmented before feature generation. For example, one-minute long walking data is divided into 60 activity windows, assuming a one-second segment duration. Furthermore, activity data may be coming from different experiments with small differences in sensor locations. As a result, there are variations in the features across different windows, even for a given user and activity. To bypass the variations across windows and facilitate clustering, we identify a *representative window* for each activity of each user. For example, consider our first dataset with 22 users and 8 activities. To obtain the representative windows, we first extract all the activity windows for a given user and activity (e.g., all windows labeled as “walk” for user-1). Then, we compute the mean Euclidean distance from each window to all other windows for this user-activity pair. A large distance means that the corresponding window is more likely to be an outlier. In contrast, the window with the smallest mean distance to the rest of the windows is marked as the *representative window* for the corresponding user-activity pair, as illustrated with red lines in Figure 5.1.

**k-means Clustering:** The previous process results in one representative window for each activity for each user. That is, each of the 22 users has 8 representative windows (one for each activity) in our dataset with 22 users and 8 activities. Next, we compute the mean correlation distance [165] between the representative windows across different users for each activity. A small distance means that the activity pattern of the user is similar to other users. Conversely, a larger distance implies that the user’s activity pattern is separated from the other users. The distance to other users for each activity is stored as a multidimensional vector whose length is equal to the number of activities in the dataset. Finally, the distance vectors are used with the k-means algorithm [58] to generate user clusters that are as separated as possible. Based on our empirical observations of the data, we choose four clusters each for the three datasets we use in this chapter.
5.4.3 Baseline Classifier Training for each User Cluster

**CNN for HAR:** We design a CNN for each input dataset to recognize the activities in the respective dataset, as shown in Figure 5.3. For three different datasets, the data dimensions are different, while the structure remains the same. The input layer of the CNN takes the feature vectors as the input in the form of a 2-dimensional (2D) image. The input layer is followed by two convolutional layers, maxpooling, and flatten layers. After flattening the data, we feed it to the two fully connected (FC) layers before applying the softmax activation to classify the activity.

We use Tensorflow 2.2.0 [1] with Keras 2.3.4 [37] to train the CNNs. Categorical cross-entropy is employed as the loss during training. The algorithm used for training is the Adadelta [177] optimizer with an initial learning rate of 0.001 and a decay rate of 0.95. We train the CNNs for 100 epochs using a batch size of 128. The training is performed on Nvidia Tesla GPU V100-SXM2 with 32 GB of memory.

**CNN Accuracy Evaluation:** The CNN shown in Figure 5.3 is trained for each UC obtained in Section 5.4.2. We use 60% data of each UC for training, while 20% of data is used for cross-validation during training. We train 10 networks with each UC with different initialization such that we can analyze both CCA distance and accuracy on an average basis. Next, we analyze the accuracy of the CNN for the UCs not seen during training using all the data of the unseen UCs. Figure 5.4 shows the average accuracy of CNNs trained with each of the four UCs.
obtained from our dataset and tested on the other three. First, we see that the CNNs achieve a high accuracy on 20% test data of the UC used for training. However, there is a significant reduction in cross-UC accuracy. For example, the accuracy for UC 2 when tested on CNNs trained with UC 1 is only about 52%. Similar behavior is observed for other UCs as well, with the accuracy drop ranging from 10%–40%. This shows that the CNN is only able to learn the data pattern of the current UC, and it cannot generalize other UCs with distinct activity patterns. In the next section, we analyze the distance between networks trained with different UCs to gain better insight into the representations learned by the CNN.

5.4.4 Analysis of Distance Between Trained Networks

**Background on CCA Distance:** We employ CCA to analyze the distance between different networks and understand the representational similarity between network layers [113]. It analyzes the representational similarity between networks by analyzing the ordered output activations of neurons on a set of inputs, instead of working on the network weights directly. Taking the activation vectors of neurons from two layers (trained with different UCs or with different initializations) as inputs, CCA first finds the linear combinations of the activations such that they are as correlated as possible. Once the correlations are obtained, they are used to compute the
Distance between the two activation vectors, i.e., between the two layers [113]. CCA has been successfully used to analyze neural network similarities for medical imaging [136], language models [146], and speech recognition [133]. We use the implementation proposed in [113] to analyze the distance between the CNNs trained for HAR.

Distance Between Networks Trained with the Same UC: To analyze which layers generalize between users, we calculate the mean CCA distance between the networks trained with the same UC. To this end, 10 CNNs with different initializations are trained with the training data of each UC. Next, we find the pairwise distances between the corresponding layers of the 10 CNNs trained with each UC. Finally, pairwise distances are averaged to find the mean CCA distance. Figure 5.5 shows the mean CCA distance among NNs trained with 4 UCs with the w-HAR dataset. Each sub-figure in Figure 5.5 shows the distance between networks trained with a single UC when tested on all the four UCs. For example, Figure 5.5(a) shows the mean distance for the 10 networks when they are trained on UC 1 and tested on all four user clusters. The figure shows that for the first four layers of the CNN (two convolution layers, one maxpooling layer, and one dropout layer), the mean CCA distance is low regardless of the input UC. Moreover, the distances are almost equal for all the four UCs. This shows that in

![Figure 5.5](image-url)

Figure 5.5: The CCA distance between CNNs trained with (a) UC 1, (b) UC 2, (c) UC 3, and (d) UC 4 from the w-HAR dataset when tested on all the four UCs.
Figure 5.6: The CCA distance between CNNs trained with (a) UC 1, (b) UC 2, (c) UC 3, and (d) UC 4 from the UCI HAR dataset when tested on all the four UCs.

the first four layers learn features that are similar for all the users in the dataset. The networks start to diverge for different UCs from the first fully connected layer. The largest divergence is seen at the softmax layer, where the distance is lowest for the UC used for training. This means that the fully connected layers extract information that is specific to each UC and do not generalize to other UCs. We observe a similar trend for the UCI dataset, where the distance increases with layers, as shown in Figure 5.6.

In addition, we also calculate the CCA distance between networks trained with different UCs (e.g., the distance between CNNs trained with UC 1 and UC 2). The analysis of the distance from this perspective helps in understanding the similarity between networks trained with users that have distinct activity patterns. Figure 5.7 shows the CCA distance between CNNs trained with UC 1 and the other three UCs from the w-HAR dataset. We see that the first four layers are similar to each other regardless of the input data. Furthermore, the last layer shows the highest divergence in the CCA distances when tested with the four UCs. Figures 5.8 and 5.9 show the CCA distances for CNNs trained with UCI HAR and UCI HAPT datasets, respectively. A similar pattern is observed for the UCI HAR and UCI HAPT datasets. The absolute distances are lower since there is a higher similarity between activity patterns of different UCs in the UCI datasets compared to the w-HAR dataset. In summary, this shows that
the first four layers learn general features that are applicable to all the UCs even when different UCs are used to train the CNN.
5.4.5 Transferring the NN and Fine-tuning

CCA distance analysis reveals that the convolutional layers provide general features, while the deeper layers provide the most distinguishing information. We use this insight to optimize the transfer learning process and improve the training time for new UCs. Specifically, we transfer the weights of the first four layers from a trained CNN to a network targeting another UC. Then, the deeper layers are fine-tuned with the data of the new UC. The fine-tuning process uses 60% of the new UC’s data for training, 20% data for cross-validation, and the remaining 20% for testing. Following this process, we avoid training the convolutional layers, thus saving a significant amount of computations. We evaluate the accuracy after fine-tuning under two scenarios: 1) fine-tune the last FC layer and 2) fine-tune the last two FC layers. Figure 5.10 shows that the accuracy for new UCs improves significantly after fine-tuning either the last FC layer or the last two FC layers for the w-HAR dataset. With fine-tuning of one layer, we obtain 18% accuracy improvement on average. Specifically, the accuracy for UC 2 improves from 52%, 64%, and 75% to 90%, 92%, and 91%, respectively. When we fine-tune the last two layers, the accuracy improves to 95% for all UCs.

![Figure 5.10: Comparison of accuracy between original and fine-tuned CNN for the w-HAR dataset.](image)
5.5 Evaluations

5.5.1 Accuracy Analysis

The analysis performed in the previous sections showed results with user clusters that are designed to be as distinct as possible. In this section, we validate the transfer learning approach to randomly generated user clusters. To this end, we first generate 200 random user splits from the w-HAR dataset. Each user split contains four user clusters, in line with previous sections. We then train 5 CNNs for each cluster and test their cross-UC accuracy before applying transfer learning. The first column in Figure 5.11 shows the distribution of the cross-UC accuracy. The minimum cross-UC accuracy is 65% for all the UCs among 200 random user splits. We also show the minimum accuracy for the k-means clustering using a red dot. The minimum accuracy with k-means is 52%, which is lower than the minimum accuracy for all random user splits. This experimentally shows that our k-means clustering approximates the worst-case scenario well, where the users are as distinct as possible.

Next, we fine-tune the last one and two layers of the CNNs to capture the information specific to each user cluster, as shown in the second and third columns of Figure 5.11, respectively. The classification accuracy improves significantly after the fine-tuning process. Specifically,

![Figure 5.11: Comparison between original and fine-tuned NN for 200 UCs.](image)

![Figure 5.12: Transfer learning improvement analysis: (a) Training time, (b) Loss.](image)
Figure 5.13: Comparison between original and fine-tuned NN for 100 UCs from the UCI HAR dataset.

Figure 5.14: Transfer learning improvement analysis: (a) Training time, (b) Loss for the UCI HAR dataset.

Figure 5.15: Comparison between original and fine-tuned NN for 100 UCs from the UCI HAPT dataset.

Figure 5.16: Transfer learning improvement analysis: (a) Training time, (b) Loss for the UCI HAPT dataset.

The median accuracy after fine-tuning one layer is about 93%, while it further increases to about 95% by fine-tuning the last two layers. These median accuracies are very close to the accuracy obtained for the k-means clustering. This shows our k-means clustering is representative of a wide range of randomly generated user clusters. We also note that some UCs achieve a higher accuracy after fine-tuning when compared to the k-means clustering because the users in these clusters have similar features. Conversely, some UCs have lower accuracy after fine-tuning because the source UC does not have all the activities present in the target UC.

We also analyze the accuracy of 100 randomly chosen UCs for the UCI HAR and UCI HAPT datasets, respectively. Figures 5.13 and 5.15 show that the median accuracy obtained for the 100 random clusters is similar to the accuracy obtained from the k-means clustering. This is in line with the results from the w-HAR dataset. In summary, the proposed transfer
learning approach of fine-tuning the deeper layers of the network significantly improves the classification accuracy.

5.5.2 Training Time, Loss and Convergence Analysis

Transfer learning provides benefits in training speed and convergence when compared to training from scratch for new user clusters. Figure 5.12(a) shows the comparison of training time between the baseline and the proposed transfer learning approach. The transfer learning approach has both a higher starting accuracy and lower convergence time with respect to the baseline. Specifically, fine-tuning one layer converges to 93% in about 1.6 s, which is 66% lower than the baseline approach of training from scratch. When two layers of the CNN are fine-tuned, the accuracy is higher than the baseline, with a small increase in the training time. The loss also shows similar behavior in Figure 5.12(b), where the starting loss with transfer learning is 65% lower when compared to the baseline. The loss at the end of training is also lower with the transfer learning approach. Next, Figure 5.14(a) shows the comparison of training time between the baseline and proposed transfer learning approach for the UCI HAR dataset. When two layers of the CNN are fine-tuned, the accuracy is the same as the baseline with 63% lower training time. Similar results are observed for the loss in Figure 5.14(b) where the starting loss with transfer learning is 64% lower than the baseline. Finally, Figure 5.16(a) and Figure 5.16(b) show the corresponding results for the UCI HAPT data set. In this case, we observe that the training time is 56% lower, while the starting loss is 90% lower. In summary, this shows that the general features transferred from a trained CNN aid in learning the activities of new users.
5.6 Summary

HAR has wide-ranging applications in movement disorders, rehabilitation, and activity monitoring. This chapter presented a transfer learning framework to adapt HAR classifiers to new users with distinct activity patterns. We started with a representational analysis of CNNs trained with distinct user clusters. This analysis revealed that initial layers of the network generalize to a wide range of users while the deeper layers providing distinguishing information. Based on this insight, we fine-tuned deeper layers of the network while transferring the other layers. Experiments on three HAR datasets showed that our approach achieves up to 43% and on average 14% accuracy improvement when compared to the accuracy without using transfer learning. Fine-tuning the deeper layers also leads to 66% savings in training time and better convergence while maintaining the same accuracy as training from scratch for new users.
REAP : RUNTIME ENERGY-ACCURACY OPTIMIZATION FOR ENERGY HARVESTING IOT DEVICES

6.1 Introduction

Wearable low-power internet-of-things (IoT) devices enable health monitoring, activity tracking, and wide-area sensing applications [13, 29, 96, 103]. These devices must stay on for as long as possible to analyze user activities. At the same time, they have to provide the maximum quality of service. These two objectives compete with each other since higher accuracy comes at the cost of larger energy consumption. Since weight and form-factor constraints prohibit large batteries, the feasibility of these devices depends critically on optimizing the energy-accuracy trade-off optimally at runtime.

Widely used dynamic power management techniques optimize the power-performance trade-off by switching between different power states. High-performance states are used to execute computationally heavy workloads at the expense of power consumption, while low-performance states are used to save power. In analogy, energy-accuracy trade-off in self-powered devices can be optimized by utilizing multiple design points. This is a challenging task, since the analytical characterization of the accuracy is much harder than developing power consumption and performance models. For example, we consider an activity recognition application where a wearable device infers the user activities, such as jogging, by processing motion sensor data. The recognition accuracy is a strong function of the users. Hence, energy-accuracy optimization requires user studies and optimally chosen design points, in addition to a runtime optimization algorithm that utilizes multiple design points.
This chapter presents a Runtime Energy-Accuracy oPtimization (REAP) framework for energy-constrained IoT devices. While our framework is general, we focus on health and activity monitoring applications where a wearable device processes sensor inputs to infer user activities. The recognized activities are sent to a gateway, such as a smartphone, for further processing. REAP co-optimizes the accuracy and active time under a tight energy budget. This optimization is enabled by the following three contributions.

**User studies for accuracy evaluation:** We perform experiments with 14 users to recognize the following activities: *sit, stand, walk, jump, lie down*, and transitions among them. During these experiments, we collect 3-axis accelerometer and stretch sensor data. We obtain a total of 3553 activity windows from these experiments. After labeling, we utilize this data for evaluating the accuracy of the human activity classifiers used in this chapter. We note that the data used in this chapter is a subset of the w-HAR dataset.

**Pareto-optimal design points:** A common baseline in activity monitoring applications is to obtain a classifier with the highest recognition accuracy [15]. High accuracy is obtained by using a sophisticated set of sensors, features, and classification algorithms, all of which imply a larger energy consumption, hence, lower active time. Other design points can be obtained by reducing the number of sensors and feature set to save energy. In turn, the energy savings lead to longer active time under a given harvested energy budget, albeit with lower accuracy. To enable this work, we implemented 24 design points (DPs) with varying energy-accuracy trade-offs on our hardware prototype. Among them, we choose 5 Pareto-optimal DPs as our primary designs used at runtime. We provide detailed execution time and power consumption breakdown for sensing, feature generation, and processing steps for each of these 5 DPs.

**Runtime optimization algorithm:** Given an energy budget, two fundamental objectives are to maximize the recognition accuracy and the amount of time the device is on, i.e., the active time. We first formulate this co-optimization problem assuming that there are $N$ design points
with different energy-accuracy trade-offs. We define a general objective function that enables us to tune the importance of active time versus recognition accuracy. Then, we propose an efficient runtime algorithm that determines how much each DP should be used to optimize the accuracy-active time trade-off.

Experimental results using a custom prototype based on TI Sensortag [159] IoT board show that REAP outperforms all static design points under a range of energy budget constraints. REAP achieves both 46% higher expected accuracy and 66% longer active time compared to the highest performance DP. REAP also achieves comparable active time to the lowest energy design points while providing significantly higher expected accuracy. This makes REAP suitable for use in a wide range of energy harvesting profiles.

The major contributions of this chapter are as follows:

- A runtime technique to co-optimize the accuracy and active time of energy-harvesting IoT devices,
- Pareto-optimal design points with varying energy-accuracy trade-offs for human activity recognition (HAR),
- Experiments on a custom prototype with 14 user studies that show significant improvements both in expected accuracy and active time compared to static design points.

The rest of this chapter is organized as follows. In the rest, Section 4.2 reviews the related work. Section 6.3 and Section 6.4 present the accuracy-active time optimization problem and DPs used in this chapter, respectively. Finally, Section 6.5 presents the experimental results and Section 6.6 concludes the chapter.
6.2 Related Work

Energy harvesting for IoT devices has received significant attention due to their small form factor and low capacity batteries [81, 155]. These devices can be broadly categorized into two classes. The first class of devices rely solely on harvested energy and turn off when no energy is harvested [150]. The second class of devices uses a small battery as a backup to extend the active time [33, 83, 167]. These approaches manage the power consumption of the device such that the total energy consumed over a finite horizon is equal to the harvested energy [23]. As a result, the device has a long lifetime without battery replacement or manual charging. \textit{REAP} applies to all devices that operate under a fixed energy budget.

Using ambient energy sources necessitates the development of energy allocation and duty cycling algorithms [33, 149, 167]. For example, the work in [83] uses linear programming to determine the duty cycle of the application as a function of the harvested energy. Similarly, the algorithm in [167] uses a linear quadratic controller to assign the duty cycle of the device while maintaining a set battery level. There are also algorithms for dynamic energy management of energy-harvesting devices for long-term energy-neutral operation [23, 33]. However, these approaches choose between on and off power states leading to sub-optimal operation. They also lack the notion of accuracy or any concrete application, unlike the approach in this chapter.

Human activity and health monitoring using wearable devices have significant impact potential to sports, patients with movement disorders, and the elderly [53, 80, 96]. A recent work presents a wearable system for mobile analysis of running using motion sensors [103]. The authors selectively identify the best sampling points to maintain high accuracy while reducing sensing and analysis energy overheads. The work in [80] presents a framework to detect falls by using a wearable device equipped with accelerometers. Authors in [29] design a classifier that detects physical activity using a body-worn accelerometer. It offers an accurate classi-
fier for human activity recognition, but it cannot sustain operation under tight energy budget constraints. Based on this observation, we find Pareto-optimal design points for the HAR application that offer varying levels of accuracy and energy consumption. Then, we use these design points to maximize the expected accuracy of HAR.

In summary, we present a unique combination of (1) a runtime energy-accuracy optimization technique, and (2) experimental evaluation with 5 concrete design points for HAR. We released the experimental data to the public to stimulate research in this area [16].

6.3 Runtime Energy-Accuracy Optimization

6.3.1 Preliminaries

We consider human activity monitoring applications implemented on energy-constrained IoT devices. We denote the period over which the total energy budget is provided as $T_P$, as summarized in Table 6.1. REAP computes the energy allocations at runtime with a period of $T_P$, which is set to one hour in our experiments. If the energy consumption over this period exceeds the amount of harvested energy and remaining battery level, the device powers down and misses user activity. Hence, our goal is to maximize the active time and the expected accuracy over a given period $T_P$.

Suppose that the IoT device can operate at $N$ distinct DPs. The recognition accuracy achieved by design point $i$ is denoted by $a_i$, while the corresponding power consumption is given as $P_i$ for $1 \leq i \leq N$. In addition to these design points, we denote the time that the device remains off as $t_{off}$. Finally, the power consumption during the off period, which is due to the energy harvesting and the battery charging circuitry, is denoted by $P_{off}$. 
Table 6.1: Summary of symbols used in the optimization problem.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_P$</td>
<td>Activity period</td>
<td>$J(t)$</td>
<td>Objective function</td>
</tr>
<tr>
<td>$E_b$</td>
<td>Energy budget</td>
<td>$t_i$</td>
<td>Active time of $DP_i$</td>
</tr>
<tr>
<td>$a_i$</td>
<td>Recognition accuracy of $DP_i$</td>
<td>$\alpha$</td>
<td>Accuracy-active time trade-off parameter</td>
</tr>
<tr>
<td>$P_{off}$</td>
<td>Power consumption in the off state</td>
<td>$P_i$</td>
<td>Power consumption of $DP_i$</td>
</tr>
</tbody>
</table>

6.3.2 Optimization Problem Formulation

In a given activity period, the system may operate at different design points, resulting in varying levels of active time and accuracy. Let $t_i$ denote the amount of time $DP_i$ is utilized during $T_P$. The active time of the device is simply given by the sum of the active times of each $DP$: $\sum_{i=1}^{N} t_i$. Likewise, the expected accuracy over the activity period can be expressed as $E\{a\} = \frac{1}{T_P} \sum_{i=1}^{N} a_i t_i$. The expected accuracy is a useful metric that incorporates both active time and accuracy, but it does not allow emphasis of one over the other. Therefore, we define a generalized cost function and solve the following optimization problem:

\[
\text{maximize} \quad J(t) = \frac{1}{T_P} \sum_{i=1}^{N} a_i^\alpha t_i \tag{6.1}
\]

subject to
\[
t_{off} + \sum_{i=1}^{N} t_i = T_P \tag{6.2}
\]
\[
P_{off} t_{off} + \sum_{i=1}^{N} P_i t_i \leq E_b \tag{6.3}
\]
\[
t_i \geq 0 \quad 0 \leq i \leq N \tag{6.4}
\]

**Objection function $J(t)$:** The parameter $\alpha$ in Equation 6.1 enables a smooth trade-off between the active time and accuracy. When $\alpha = 1$, the objective function reduces to the expected accuracy. Similarly, when $\alpha = 0$, the objective function reduces to total active time. In general,
the objective function gives a higher weight to the accuracy when $\alpha > 1$, and to active time when $\alpha < 1$.

**Constraints:** The constraint given in Equation 6.2 states that the sum of the active times and off period is equal to the activity period $T_P$. Similarly, Equation 6.3 specifies the energy budget constraint. The left-hand side gives the sum of the energy consumed in the off state and active states. The energy budget $E_b$ on the right-hand side is determined by energy allocation techniques using the expected amount of harvested energy and battery capacity [83]. Finally, Equation 6.4 ensures that all active times are non-negative.

6.3.3 Runtime Optimization Algorithm

The solution to the optimization problem formulated in Section 6.3.2 gives the active times of each design point that maximize the objective function in Equation 6.1. We must solve this problem at runtime because the available energy budget is not known at design time. Furthermore, the importance given to accuracy versus active time (i.e., $\alpha$) may change due to user preferences.

The optimization objective and the constraints in Equations 6.1-6.3 are linear in the decision variables $t_i$ and $t_{\text{off}}$. Thus, we use a procedure based on the simplex algorithm [41], as outlined in Algorithm 3. The inputs are the energy budget $E_b$, Pareto-optimal DPs, and the maximum number of iterations. The output is a vector with the values of decision variables $t_i, 1 \leq i \leq N$ and $t_{\text{off}}$ that maximize the objective. We start the optimization process by constructing a tableau with the initial conditions. The first row of the tableau describes the objective function, while the other rows describe the constraints. In each iteration of the procedure, we find the pivot column by finding the column with the largest value in the last row of the tableau. Using the pivot column, we next find the pivot row in the tableau in Line 8 of
Algorithm 3: The REAP Procedure

**Input**: Design points, energy budget $E_b$, max. iterations
**Output**: Time allocated to each design point

1. Initialize the tableau with objective function and constraints
2. Add slack variables for inequality constraints
3. while $\text{iter} \leq \text{max. iterations}$ do
   4. $\text{PivotCol} \leftarrow \text{findPivotCol}(\text{tableau})$
   5. if $\text{PivotCol} < 0$ then
      6. return Optimal Solution
   7. end
   8. $\text{PivotRow} \leftarrow \text{findPivotRow}(\text{tableau}, \text{PivotCol})$
   9. Update the tableau using the PivotCol and PivotRow
10. end

the algorithm. Then, we update the tableau using the pivot column and row. The procedure terminates when all the entries in the last row are non-positive. In this case, the pivot column is set as negative, and the optimal solution is returned. *Our implementation takes 1.5 ms on our prototype.* Since the optimization algorithm runs every hour, it takes a negligible portion of the activity period and energy budget.

6.4 Human Activity Recognition Case Study

*REAP* is broadly applicable to energy-harvesting IoT devices that operate under a fixed energy budget. To illustrate the optimization results on a real example, we employ human activity recognition, i.e., HAR, as a driver application [15].

6.4.1 Background and Baseline Implementation

There is a steady increase in the use of wearable and mobile devices for the treatment of movement disorders and obesity-related diseases [53]. This technology enables data collection.
while the patients perform their daily activities. The first step in this effort is to understand what activity the user is performing at a given time. For example, the gait quality of the patient cannot be checked unless we know the user is walking. Therefore, HAR on mobile devices has recently attracted significant attention [96].

We implement a HAR application on a custom prototype based on the TI-Sensortag IoT board [159] and a passive stretch sensor, as outlined in Figure 6.1. It starts with the sampling of the accelerometer and stretch sensors. The streaming sensor data is processed using the TI-CC2650 MCU to generate the feature vector. This feature vector is then processed by a parameterized neural network to infer the activity of the user. Finally, the inferred activity is transmitted to a host device, such as a phone, using the Bluetooth Low Energy (BLE) protocol.

The energy consumption and recognition accuracy of HAR depends on the types of sensors used, the active time of sensors, the type of features, and the complexity of the classifier. The left side of Figure 6.2 shows the different configurations available for the sensors. For instance, we can use all three axes of the accelerometer or turn off selected axes to lower the energy consumption. In the extreme case, we can turn off the accelerometer to eliminate its energy consumption. Once we choose the configuration of the sensors, we can choose the sensing period, i.e., the time for which sensors are active, for each activity duration. By default, the sensors are turned on during the full activity duration. Turning off the sensors early, such as after 50% of the activity duration, provides energy savings at the cost of missed data points, hence, accuracy. We can also control the complexity of the features to trade off accuracy and energy consumption. Complex features, such as Fast Fourier Transform (FFT) and Discrete Wavelet Transform (DWT), offer higher accuracy at the expense of higher energy consumption.
In contrast, statistical features have lower energy consumption, albeit with lower accuracy. Finally, the structure and depth of the NN classifier can be controlled to obtain further energy-accuracy trade-off, as illustrated in Figure 6.2.

We exploit this trade-off between energy and accuracy to design 24 different DPs implemented on the TI-SensorTag based prototype, as described in the following section.

### 6.4.2 Pareto-Optimal Design Points

We design a total of 24 DPs by exploiting the energy-accuracy trade-off illustrated in Figure 6.2. We start by using all the axes of the accelerometer, generating complex features, and using an NN classifier with 2 hidden layers, which provide the highest recognition accuracy. Then, we progressively reduce the number of axes of the accelerometer and sensing period to reduce the energy consumption of the DPs. We always use the passive stretch sensor in our DPs, since it has low energy consumption. There is a need for detailed accuracy and energy consumption characterization of each DP to obtain the Pareto-optimal design points. To find the accuracy of each design point, we performed experiments with 14 different users. We use a total of 3553 activity windows from the experiments and labeled each window with the corre-
Figure 6.3: The energy-accuracy trade-off of various design points. The dashed line connects the selected 5 design points.

sponding activity. Each DP is designed using 60% of this data for training, 20% for validation, and the remaining 20% for testing.

All 24 design points are implemented on our prototype to profile the execution time and measure the power consumption using the test pads on our prototype. Figure 6.3 shows the recognition accuracy and energy per activity for each design point. As expected, each DP offers a unique energy-accuracy trade-off. For example, DP1 shows the highest accuracy with the highest energy consumption, while DP5 shows the lowest recognition accuracy and energy consumption. However, some design points do not offer any benefit in the energy-accuracy trade-off. For example, the design point marked with a red rectangle is dominated by DP2, DP3, and DP4. Hence, we consider 5 Pareto-optimal design points shown using black diamonds (DP1 to DP5) to validate the REAP framework. Table 6.2 summarizes the details of the configuration, accuracy, execution time, and energy for 5 Pareto-optimal DPs.

**Design Point-1 (DP1):** DP1 offers the highest accuracy by utilizing all three axes of the accelerometer for the entire activity window of 1.6 s. It uses 16-FFT of the stretch sensor data and statistical features of the accelerometer, such as the mean and standard deviations. DP1 has the
Table 6.2: Accuracy, execution time, power, and energy consumption of different human activity recognition design points.

<table>
<thead>
<tr>
<th>Design point description</th>
<th>MCU exec. time distribution (ms)</th>
<th>Per activity summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>DP no.</td>
<td>Features</td>
<td>Acc. (%)</td>
</tr>
<tr>
<td>1</td>
<td>Statistical accel., 16-FFT stretch</td>
<td>94</td>
</tr>
<tr>
<td>2</td>
<td>Statistical y-axis accel., 16-FFT stretch</td>
<td>93</td>
</tr>
<tr>
<td>3</td>
<td>Statistical x- and y-axis accel. (0.8 s), 16-FFT stretch</td>
<td>92</td>
</tr>
<tr>
<td>4</td>
<td>Statistical y-axis accel. (0.6 s), 16-FFT stretch</td>
<td>90</td>
</tr>
<tr>
<td>5</td>
<td>16-FFT stretch</td>
<td>76</td>
</tr>
</tbody>
</table>

Figure 6.4: Energy consumption distribution of DP1 over one-hour activity period $T_P$. Total energy consumption is 9.9 J.

The highest accuracy of 94% at the cost of the highest energy consumption of 4.48 mJ per activity.

The energy breakdown in Figure 6.4 shows that about 47% of the energy consumption is due to the sensors. Thus, reducing the sensor activity is an effective mechanism to save energy.

**Design Point-2 (DP2):** DP2 reduces the sensory energy by utilizing only the y-axis of the accelerometer along with the stretch sensor. As depicted in Table 6.2, the energy consumption of the sensor reduces from 2.10 mJ to 1.43 mJ. It achieves an accuracy of 93%, which is 1% lower than DP1.

**Design Point-3 (DP3):** As shown in Figure 6.2, reducing the sensing period leads to lower energy consumption. DP3 exploits this by sampling the x- and y-axes of the accelerometer for
50% of each activity window, i.e., 0.8 s. As a result, the energy consumption of the sensor reduces to 0.84 mJ, and the total energy consumption of DP3 becomes 2.94 mJ per activity, while the recognition accuracy drops to 92%.

**Design Point-4 (DP4):** DP4 is similar to DP3, except that the sensing period of the accelerometer is further reduced to 40% (0.6 s). This reduces the energy consumption of DP4 to 2.66 mJ per activity, with a recognition accuracy of 90%.

**Design Point-5 (DP5):** DP5 uses only the stretch sensor for data features to minimize energy consumption. The energy consumption reduces to 1.93 mJ per activity, the lowest energy consumption among all our design points. However, it also has the lowest recognition accuracy of 76%.

**Offloading to a host:** Finally, we note that the raw sensor data can be directly sent to a host device, such as a smartphone or server, for processing. To assess the viability of this alternative, we implemented and measured its energy consumption. Sending the raw sensor data over BLE consumes 5.5 mJ per activity without any significant increase in the recognition accuracy. In contrast, transmitting just the recognized activity consumes only about 0.38 mJ per activity. Hence, offloading is not an energy-efficient choice.

6.5 Experimental Evaluation

6.5.1 Experimental Setup

**IoT device:** We use a custom prototype based on the TI-SensorTag IoT platform [159] to implement the proposed design points. The prototype consists of a TI CC2650 MCU, Invensense MPU-9250 motion sensor unit, a stretch sensor, and energy harvesting circuitry. Sensors are
sampled at 100 Hz and the MCU runs at 47 MHz frequency. Power measurements from the prototype and data from 14 user subject studies are used to obtain the 24 design points.

**Energy harvesting data:** We use the solar radiation data measured by the NREL Solar Radiation Research Laboratory to obtain the energy harvesting profile from January 2015 to October 2018 \[4\]. We use the profile for each hour within this data to generate the energy budget. These energy budgets are then used to evaluate \textit{REAP} and the static design points in Section 6.5.4.

6.5.2 Expected Accuracy and Active Time Analysis

We first analyze the results of the proposed optimization approach as a function of the allocated energy over a one-hour activity period \( T_p \). In the most energy-constrained scenario, the minimum energy required to run the energy harvesting and monitoring circuitry is 0.18 J. In the opposite extreme, 9.9 J energy is sufficient to run DP1, the most power-hungry design point, throughout \( T_p \). Therefore, we sweep the allocated energy starting with 0.18 J, and find the optimal active time of each DP using the proposed approach.

Figure 6.5(a) shows the expected accuracy (\( \alpha = 1 \)) as a function of the energy budget. The expected accuracy of all the design points approaches to zero when the energy budget is close to 0.18 J, since the device is almost always off. As the energy budget increases (Region 1), the accuracy of all DPs starts growing since they can become active. None of the design points can afford to stay 100% active under the energy budget in Region 1. We observe that the design point with the lowest energy consumption (DP5) achieves significantly higher accuracy because it can stay in the active state much longer. \textit{REAP} matches or exceeds the accuracy of DP5 under the most energy-constrained scenario. When the energy budget goes over 4.3 J, DP5 can remain active throughout the activity period, but its recognition accuracy saturates. The other DPs benefit from more energy in Region 2, while \textit{REAP} outperforms all by utilizing
them optimally. At 5 J energy budget, for example, REAP utilizes DP4 42% of the time and DP5 for 58% of the time to optimize the expected accuracy. Finally, all design points can remain active throughout the activity period when the energy budget is larger than 9.9 J. Hence, their accuracy saturates, and REAP chooses to DP1 beyond this point. In summary, REAP consistently outperforms or matches the accuracy of all individual DPs by utilizing multiple DPs optimally.

The active time of each DP normalized to REAP is plotted in Figure 6.5(b). DP5 is expected to have the longest active time since it has the least energy consumption. REAP successfully matches its active time in all the regions. In Region 1, REAP also achieves $2.3 \times$ larger active time compared to DP1 while providing significantly better accuracy. REAP consistently pro-
vides longer active times compared to DP1, DP2, and DP3 until the energy budget becomes large enough to sustain them throughout the activity period $T_P$.

6.5.3 Accuracy – Active Time Trade-off Analysis

Next, we analyze how REAP can exploit the trade-off between the accuracy and active time using the parameter $\alpha$ in objective function $J(t)$ in Equation 6.1. Since Section 6.5.2 considered the expected accuracy ($\alpha = 1$), this section considers $\alpha > 1$, which gives more emphasis for higher accuracy.

As a representative example, Figure 6.6 shows the comparison of objective values of the 5 design points with REAP when $\alpha$ is set to 2. REAP always achieves higher performance than the lowest energy design DP5, since accuracy is given higher weight. The difference between REAP and DP5 increases further as $\alpha$ grows. When the energy budget is less than 6 J, DP4 outperforms all the other DPs, while REAP successfully matches it. In contrast, DP1, DP2, and DP3 have a very low performance since they are mostly in the off state. When the energy bud-

![Figure 6.6: The objective value $J(t)$ of static design points (Equation 6.1) normalized to $J(t)$ of REAP with $\alpha = 2$.](image-url)
get exceeds 6 J, there is sufficient energy to provide higher accuracy, but DP4 cannot exploit it. Hence, the higher accuracy design points become affordable and start outperforming DP4 one by one. Notably, REAP consistently outperforms or matches the static DPs, as we have also observed in Figure 6.5. For example, DP3 provides the same performance as REAP when the energy budget is 6.5 J. As the energy allocation increases beyond 6.5 J, REAP starts outperforming DP3 by optimally switching between DP1, DP2, and DP3. This trend continues until the energy allocation reaches 9.9 J, beyond which there is sufficient energy to support DP1 alone. Thus, REAP reduces to DP1 in this region. In summary, REAP exceeds or matches the performance of any individual DP.

6.5.4 Case Study using Real Solar Energy Data

In this section, we evaluate REAP under real solar radiation data measured by NREL Solar Radiation Research Laboratory at Golden, Colorado. This data is used to calculate the amount of energy that can be harvested by a flexible solar cell [57] on our prototype. Using the harvested energy budget, we compare the performance of REAP against the static DPs over an entire month. Figure 6.7 shows the performance of REAP normalized to DP1, DP3, and DP5 as a function of $\alpha$. Due to space limitation, we plot the DPs with the highest performance (DP1), lowest energy (DP5), and best trade-off (DP3). Our gains with respect to DP2 and DP4 are larger than those of DP3.

When active time is emphasized in the objection function ($\alpha = 0.5$), REAP outperforms DP1 by $1.4 \times -2.2 \times$ with an average improvement of $1.6 \times$ across the month. DP1 suffers the most in this case as it has the largest energy consumption among all the DPs. Since accuracy becomes more important with larger $\alpha$, the improvement of REAP over DP1 reduces. However, we still obtain $1.1 \times -1.3 \times$ improvement even for $\alpha = 8$. We observe a similar trend in
improvements for \textit{REAP} over DP3 as well. The improvement is $1.1 \times 1.4 \times$ for $\alpha = 0.5$, and it gradually decreases with larger $\alpha$. The improvements over DP3 are relatively lower since DP3 offers the best trade-off between energy consumption and accuracy among our Pareto-optimal design points.

Finally, we see that improvements over DP5 follow the opposite trend. When $\alpha = 0.5$, DP5 matches the active time of \textit{REAP} due to its lower energy consumption. However, the performance of DP5 diminishes severely with increasing $\alpha$. In summary, \textit{REAP} can provide higher performance than any individual design point under any optimization objective. If the user needs higher accuracy, \textit{REAP} can successfully adapt to the new requirements and tune the IoT device.
6.6 Summary

This chapter presented a runtime energy-accuracy optimization technique for energy-constrained IoT devices. The proposed approach dynamically chooses design points with different energy-accuracy trade-offs to co-optimize the accuracy and active time under energy budget constraints. To demonstrate the effectiveness in a realistic setting, we implemented a human activity recognition application on a custom IoT prototype. We presented 5 Pareto-optimal design points with different energy-accuracy trade-offs. We achieve 46% higher expected accuracy and 66% longer active time compared to the highest performance design point, and 22% to 29% higher accuracy than low-power design points without sacrificing the active time.
Chapter 7

AN ULTRA-LOW ENERGY HUMAN ACTIVITY RECOGNITION ACCELERATOR

7.1 Introduction

The potential of human activity recognition (HAR) has led to both academic work [153] and commercial devices [69]. The nature of target applications requires the user to either carry or wear the device that performs HAR. Thus, a significant number of studies during the last decade used smartphones [153], while wearable solutions based on inertial measurement units (IMU) gained momentum with the advances in wearable electronics [96]. A recent user survey concludes that 27% of users give up using the device since charging is inconvenient, especially for those coping with a health problem [45]. Similarly, a significant number of users do not want to transmit their personal data to a different device due to privacy concerns [120]. Thus, practical solutions must perform HAR locally under an ultra-low energy budget that practically eliminates charging requirements.

Existing solutions on smartphones are inconvenient because the users need to carry a device. Furthermore, smartphones consume in the order of a few Watts [114] and fail to provide real-time guarantees since activity monitoring is not their primary goal. Low-power wearable devices can address these problems and bring the power consumption down to 10–30 mW [15]. However, this power consumption range is still significantly larger than the capacity of ambient energy harvesting sources, such as photovoltaic cells (indoor: 0.1 mW/cm²) [125, 164] and human motion (0.73 mW/cm³) [61]. Moreover, this power envelope still leads to merely 40 hours of operation using a wearable form-factor 1 g battery with 130 mAh capacity [51].

This chapter presents the first fully-integrated ultra-low power-hardware accelerator that
provides an end-to-end solution, from reading the sensors all the way to classifying the activity. The proposed HAR engine first reads in the raw sensor readings through a parameterized interface that can adapt to different sensor inputs. In this chapter, we employ a 3-axis accelerometer sensor and a capacitive stretch sensor sampled at 250 Hz and 25 Hz, respectively. Then, it preprocesses the raw sensor data using a moving average filter. After this step, it generates the features used for classification. Our flexible feature generation blocks allow generation of both simple statistical features and complex features, such as 64-point fast Fourier transform (FFT) and discrete wavelet transform (DWT) coefficients. Finally, the features are used by a deep neural network (DNN) to classify the following locomotion activities: \{jump, lie down, sit, stand, stairs down, stairs up, walk\}. To assist people with movement disorders, we focus on identifying the locomotion activity in which they are engaged.

The novel contributions of this chapter are threefold. First, we present a baseline HAR engine with a single-level classifier to quantify the impact of custom design over programmable solutions. Post-layout evaluations using a 65 nm TSMC technology show that our baseline design has a 1.353 mm$^2$ area. It achieves 95% accuracy while consuming 51 $\mu$W active power and 14 $\mu$W idle power. The baseline design consumes 22.4 $\mu$J per activity, which is about two orders of magnitude lower than the best embedded solution reported in the literature [14, 15]. Detailed power consumption breakdown of our baseline design also reveals that the FFT feature generation and 3-layer DNN are the dominant components. Our second contribution is a novel activity-aware low-power HAR engine that uses the insights provided by our baseline design and the nature of human activities. This design classifies the activities first as static and dynamic using a simple support vector machine classifier and simple statistical features. If the output of the first level is static, then the actual activity is found using the same features with a decision tree. This design eliminates both complex features and the DNN classifier to reduce the dynamic power consumption to 5.56 $\mu$W. If the output of the first-level classifier
is *dynamic*, then we use a smaller single hidden layer DNN to identify the activity. Our novel activity-aware HAR engine design achieves higher (97%) accuracy with a negligible penalty in the area. More importantly, the total power consumption drops from 51 μW to 20 μW and 45 μW for static and dynamic activities, respectively. Finally, the proposed designs are evaluated extensively with both in-house data from 22 user studies and a publicly available dataset [140].

*The major contributions of this chapter are as follows:*

- The first fully integrated custom HAR engine that integrates all steps from reading raw sensor data to activity classification,
- A novel activity-aware HAR engine that consumes the lowest energy (22.4 μJ per activity) reported in the literature,
- An extensive experimental study with HAR data from 22 users and post-layout evaluations using 65 nm TSMC technology.

The rest of this chapter is organized as follows: Section 7.2 reviews the related work and highlights our unique contributions. Section 7.3 gives an overview of the proposed baseline HAR engine, while Section 7.4 presents our activity-aware 2-level HAR engine. Section 7.5 describes the power consumption optimization techniques used in the chapter. Finally, Section 7.6 presents the experimental evaluation, and Section 7.7 summarizes our major contributions.

### 7.2 Related Work

Several recent studies have proposed special purpose hardware for human activity recognition [88, 105, 166]. Klinefelter et al. present a system on chip (SoC) that integrates an analog front-end (AFE), a microcontroller, energy harvesting capability, and a wireless modem for
Table 7.1: Comparison of the proposed HAR engine to relevant custom designs reported in the literature

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Target App.</th>
<th>Technology</th>
<th>Frequency</th>
<th>Voltage</th>
<th>Power</th>
<th>Area</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Vitalsignal monitoring</td>
<td>130 nm</td>
<td>32 kHz</td>
<td>1.0 V</td>
<td>530 µW</td>
<td>16 mm²</td>
</tr>
<tr>
<td>[88]</td>
<td>Vitalsignal monitoring</td>
<td>130 nm</td>
<td>1-20 MHz</td>
<td>0.9 V</td>
<td>93–322 µW</td>
<td>6.25 mm²</td>
</tr>
<tr>
<td></td>
<td>Signal acquisition</td>
<td>180 nm</td>
<td>1 MHz</td>
<td>1.2 V</td>
<td>120 µW</td>
<td>49 mm²</td>
</tr>
<tr>
<td>[88]</td>
<td>Signal acquisition</td>
<td>180 nm</td>
<td>Up to 2 kHz</td>
<td>1.1 V</td>
<td>88.6 µW</td>
<td>5.45 mm²</td>
</tr>
<tr>
<td></td>
<td>Sensor AFE for physical act.</td>
<td>500 nm</td>
<td>120 Hz</td>
<td>2.7 V-3.3 V</td>
<td>196 mm²</td>
<td>1.35 mm²</td>
</tr>
<tr>
<td>[65]</td>
<td>HAR</td>
<td>65 nm</td>
<td>100 kHz</td>
<td>1.0 V</td>
<td>45–51 µW</td>
<td></td>
</tr>
</tbody>
</table>

biomedical applications [88]. Similarly, the work in [166] proposes a signal-acquisition SoC for personal health applications. The main focus of these studies is to develop an AFE for acquiring sensor data for health applications. The AFE is integrated into an ARM Cortex-M0 processor and multiply-accumulate units to provide digital processing capabilities. While this approach provides a low power consumption for the AFE, it has to use the ARM core for operations such as preprocessing and feature generation, leading to higher power consumption. The work in [105] develops a hardware accelerator for monitoring the change in activity of the user. Specifically, the authors implement a dynamic time warping-based decision-making module to detect movements of interest. Whenever the module detects a movement of interest, a sophisticated processing unit, such as a microcontroller, is activated to extract more information about the movement. While this design can reduce the idle power consumption, it still requires a higher-power microcontroller to classify activities. In contrast, our HAR engine provides a **fully integrated low-power solution** for all aspects of HAR from data preprocessing to classification.

Custom-designed solutions attracted significant attention in health and activity monitoring applications due to their power consumption advantages. For example, Wong et al. [171] present an SoC for vital sign monitoring implemented in the 130 nm technology. The proposed
SoC integrates a full-custom hardware MAC, digital microprocessor core and I/O peripherals, analog to digital converter, wireless transceiver, and custom sensor interfaces. Its power consumption is 530 μW at 1 V supply voltage, as shown in Table 7.1. A more recent vital signal monitoring SoC, also implemented in 130 nm technology, achieves 93–322 μW power consumption at 0.9 V supply voltage [106]. Similarly, a signal-acquisition SoC for personal health applications is proposed in [166]. This design achieves 120 μW power consumption at 1.2 V supply voltage. A more specialized ASIC design for ECG signal acquisition achieves 88.6 μW power consumption by operating at lower than 2 kHz frequency at 1.1 V supply voltage [104]. Finally, a generic sensor front-end architecture for physical activity monitoring systems is presented in [32]. This design provides a flexible way to build a complete sensor interface chip which consumes 120 μW in ON-state.

In this chapter, we propose an ultra-low energy end-to-end hardware accelerator for HAR. We use a commercial AFE to read sensor data and feed it to the accelerator. We demonstrate the proposed HAR engine on the 65 nm LP commercial technology using activity data from 22 users. To the best of our knowledge, this is the first hardware implementation that accelerates all steps of digital processing. It leads to three orders of magnitude higher energy-efficiency compared to existing software implementations on low-power microcontrollers [15]. Furthermore, it has competitive power consumption and area compared to relevant ASIC implementations reported in the literature, as summarized in Table 7.1.

7.3 The Proposed Baseline HAR Engine

The baseline HAR engine implements the HAR application presented in Chapter 4. We repeat brief explanations of the processing blocks for completeness of this chapter. Readers familiar with Chapter 4 can skip the following description and jump to Section 7.4.
7.3.1 Input Data

The input to the proposed HAR engine is the raw sensor data. The choice of sensors affects both classification accuracy and power consumption. In this work, we employ a 3-axis accelerometer, one of the most commonly used sensors, and a stretch sensor. In our user studies, we also collected 3-axis gyroscope data. However, experiments show that adding them does not increase the accuracy significantly, even though it incurs a 1-10 mW power consumption overhead.

**3-Axis Accelerometer:** The proposed HAR accelerator receives the streams from a 3-axis accelerometer. The sampling rate of this device is set to 250 samples/s and each output sample to the accelerator consists of three 16-bit words for x, y, z axes of the accelerometer, respectively.

**Stretch Sensor:** The textile-based stretch sensor [117] measures the degree of bending at the joints of our body. In our design, the stretch sensor is attached to one knee of the user. The output of the stretch sensor is a 16-bit capacitive value, which is normalized to have a range similar to the accelerometer. We use a 25 Hz sampling rate and stream the data from the sensor to the proposed HAR engine.

7.3.2 Preprocessing the Raw Sensor Data

Raw sensor data is commonly preprocessed to filter out the noise and prepare for feature generation. The proposed design employs a moving average filter with a width of 8 samples to smooth the input data. All four streams, i.e., 3-axis accelerometer and stretch data, flow through the filter. Since the body acceleration provides useful information about the user movement, we also compute it using the filtered outputs as follows:

\[ b_{\text{acc}} = \sqrt{a_x^2 + a_y^2 + a_z^2} \]  \hspace{1cm} (7.1)
The final preprocessing step is segmenting the data into activity windows. This is necessary because more than one-second of data is required to identify the underlying activity. Each new sample is first stored in a FIFO buffer to segment the data efficiently in real-time. Meanwhile, the segmentation block computes the five-point derivative of the stretch data to identify trends in the activity, such as flat, increasing, and decreasing regions. It marks the boundary of a window when a new trend is detected or the maximum window duration (3 seconds in our design) is reached, as shown in Figure 7.1.

The segmentation block also plays a key role in minimizing the energy consumption of the proposed HAR engine, which is one of our major goals. We note that the feature generation and activity classifier can stay mostly in a low-power mode, i.e., clock or power gated, until the data of a whole window is populated. We utilize the output of the segmentation block to enable the feature generation and activity classifier blocks. After completing the classification of the current activity in those blocks, they immediately go back to the low-power mode until the enable signal from the segmentation block is detected, as described in Section 7.5.
7.3.3 Feature Generation

**Downsampling and Smoothing:** Once the segmentation block marks the completion of an activity window, the feature generation block in Figure 7.1 starts reading the data from the FIFO. The DNN classifier requires a fixed-length of features at its inputs, while the duration of the activity window in the segmentation block is variable. For example, the duration of dynamic activities, such as walk and run, is smaller than those of static activities. Moreover, the activity duration may show large variations across different dynamic activities and users, even for the same activity.

The feature generation step starts with a block to produce a fixed-length feature data set regardless of the activity duration. For this purpose, the segmentation block generates an 8-bit output that specifies the length of the activity window. This length is then used to determine the downsampling rate required to reduce the input data size to the feature data size. In this work, the accelerometer is downsampled to 64-sample windows, and stretch data is downsampled to 32-sample windows since larger values do not increase the accuracy. At the same time, our parameterized design allows choosing smaller values to reduce the area and power consumption. Once the rate is determined, the downsampling block (DS) reads input sample data from the FIFO and selectively stores it into its output buffer.

**Fast Fourier Transform Features:** The stretch sensor data generally shows a periodic pattern for dynamic activities, such as walking, stairs down, and stairs up. This means that FFT coefficients can be utilized to capture the periodicity. To this end, we append two consecutive activity windows, the minimum length required to compose a periodic signal. Then, we take the 64-point FFT of this signal to characterize the frequency spectrum. Among the 64 FFT coefficients, we include the first 16 coefficients in the feature vector since this is sufficient
to capture frequencies up to 8.25 Hz, which is higher than the frequency observed in human motion.

**Discrete Wavelet Transform Features:** The accelerometer data is typically noisy. Therefore, we use the approximation coefficients of the DWT to obtain robust features from the accelerometer data. Analysis on a high-level reference implementation in Python with Keras APIs and Tensorflow-backend shows that approximation coefficients of a single-level DWT are sufficient to capture the acceleration of human activity at 0 to 32 Hz. The proposed HAR engine produces 32 DWT coefficients for $a_x$, $a_z$, and $b_{acc}$. Thus, the subsequent DNN classifier uses a total of 96 DWT features, each represented as a 16-bit number.

**Statistical Features:** Statistical features of the sensor data also provide useful information for static activities, such as sitting and standing, without requiring complex processing. We utilize the minimum and maximum values observed in an activity window for all four streams, i.e., 3-axis accelerometer and stretch data. In addition, we compute the mean of $a_z$ and the variances of $a_x$, $a_y$, $a_z$, and $b_{acc}$ using the accelerometer sensor data. These specific features are selected based on our extensive analysis on the Python reference implementation. The details of this step are omitted since feature selection is not the focus of this chapter.

### 7.3.4 Single-Level Baseline DNN Classifier

The last step of the proposed HAR engine is the DNN classifier, as depicted in Figure 7.1. To determine the size of the neural network, we performed a design space exploration with one and two hidden layers. Within each of these structures, we varied the number of neurons in the hidden layers. Then, we trained each neural network and evaluated the accuracy. We observe that using two hidden layers with the ReLU activation function provides the best accuracy for the baseline classifier. The first hidden layer has 4 neurons, while the second hidden layer has
8 neurons. The output layer of the DNN classifier has 8 neurons, one for each activity. We use a linear activation in the output layer and then choose the activity with the maximum value as the output activity. The choice of max function in the output layers allows us to avoid the use of exponents in the softmax function, which is more commonly employed to obtain the classification output. Next, we describe the operation of the DNN and proposed optimizations performed to improve the implementation.

**Architecture and Operation:** Our DNN architecture consists of two finite state machines. The first state machine governs the state of the overall network (*State-1*), which also corresponds to the state of the first layer (L1). It has four states: *Init*, *WeightLoad*, *Idle*, and *Busy*. The second state machine (*State-2*) governs the remaining, i.e., second and output layers, as well as the max function at the output. The DNN operates as follows using these states:

- **Init:** On power-up, *State-1* enters the *init* state, where all registers are reset to their default values.
- **Init → WeightLoad:** *State-1* moves to the *WeightLoad* state when it receives an enable signal that indicates new DNN weights are available for loading. Then, the input weights are loaded from an off-chip ROM to corresponding memory for each neuron. In our implementation, there are a total of 596 weights, each represented with 16 bits.
- **WeightLoad → Idle:** After the weights are loaded, *State-1* enters the *Idle* state. In this state, the DNN classifier waits for an input valid signal that indicates the presence of new input features.
- **Idle → Busy:** When a new set of input features is available at the inputs of the DNN classifier, *State-1* moves to the *Busy* state. In this state, the classifier first registers the 120 input features in parallel. Then, the neurons in the first layer process the registered inputs and activate the second layer. Subsequently, the second and output layer are activated one by
one to produce the classifier output. Finally, the output flag is raised at completion of the max block.

**Optimizations:** The DNN classifier in the proposed HAR engine is parameterized to facilitate configurability and scalability. The basic building block is a parameterized neuron module. It takes the number of inputs to the neuron, weights, and features as input parameters. Therefore, this module can be instantiated in all three layers of the DNN with the appropriate parameters. We have further parameterized the multiply-accumulate (MAC) block, the weight memories, ReLU, and Max functions to facilitate design space exploration. Since the parameterized neurons are used to construct the hidden layers and the output layer, the architecture of the DNN can be changed easily. For example, only an hour was required to do the necessary changes and verification in going from the two hidden layer architecture used in the baseline HAR engine (Figure 7.1) to the single hidden layer architecture used in the activity-aware HAR engine presented in Section 7.4.

### 7.4 Activity-Aware 2-Level HAR Engine

This section presents a novel hierarchical HAR engine using the insights gained from the implementation of the baseline design. Analyzing the layout of the baseline classifier reveals that the DNN classifier and FFT blocks are the two major contributors to the power consumption and area, as detailed in Section 4.7. These blocks can be avoided for static activities whose complexity is significantly lower than that of dynamic activities. Moreover, it is relatively easy to distinguish static and dynamic activities using a simple two-class classifier. Therefore, we first employ a support vector machine (SVM) classifier to determine if the activity is static (*lie down, sit, stand*) or dynamic (*jump, stair down, stair up, walk*), as shown in Figure 7.2. If the outcome is static, then we invoke a relatively simpler decision tree to further classify the
activity. Otherwise, we still employ a DNN classifier, albeit a smaller one compared to the baseline design, to maintain high accuracy and facilitate future online learning. We note that its energy consumption overhead will be small since it will be powered down when it is not active. Our modular and parameterized baseline design enables us to reuse the preprocessing and most of the feature generation blocks, as shown in Figure 7.2. Therefore, we focus on the new blocks and the overall operation in this section.

7.4.1 Two-Class SVM Classifier

The first step of the 2-level activity-aware HAR engine is to differentiate between static and dynamic activities. We use an SVM to classify between the two types of activities since it is easier to implement using fewer resources than a DNN classifier. Moreover, the SVM classifier uses exclusively statistical features to avoid FFT and DWT computations. These features include the minimum, maximum, mean, and variance of the stretch sensor, 3-axis acceleration \((a_x, a_y, a_z)\), as well as the body acceleration \((b_{acc})\). In addition, we also include the length of the window as the final feature. Using these features, we train the SVM with our user data. Once we obtain the weights of the SVM, the activity type is evaluated at runtime.
using the following equation:

\[ y = b + \sum_{i=1}^{N} \beta_i x_i \]  

(7.2)

where \( b \) is the value of the bias, \( x_i \) are the features, and \( \beta_i \) is the weight for the \( i^{th} \) feature. The activity is classified static if \( y < 0 \), and dynamic otherwise. Depending on the output of the SVM classifier, we use a decision tree or a DNN to further classify the activity, as described in the following sections.

7.4.2 Decision Tree (DT) Classifier for Static Activities

If the level-1 SVM classifier marks an activity as static, we identify the activity using a decision tree, which can be easily implemented in hardware using comparators. Besides its simplicity, the DT classifier provides greater than 95% accuracy for static activities, as shown in the experimental results.

The DT classifier uses the same features as the SVM classifier, i.e., the statistical features for the accelerometer and stretch sensor data, as shown in Figure 7.2. Reusing the features allows us to compute them only once and optimize the power consumption. Furthermore, the neural network, FFT, and DWT blocks remain in low-power states leading to additional power savings. The decision tree is implemented as a series of comparators, where each node of the tree consists of a comparator. Depending on the output of the comparator, we choose the next branch of the tree. This process continues until we reach a leaf node and the activity is identified.
7.4.3 DNN Classifier for Dynamic Activities

A DNN classifier is used to identify the activity when the output of the level-1 SVM classifier indicates a dynamic activity. The DNN classifier in the activity-aware 2-level HAR engine has to identify only four activities and the transitions between them. Therefore, the DNN used herein is smaller compared to the one used in the baseline HAR engine. Specifically, the DNN classifier has one hidden layer with 4 neurons and an output layer with 5 neurons. Similar to the baseline design, we use ReLU activation in the hidden layer and softmax classification in the output layer. The feature input to the DNN classifier is the same as the input to the baseline DNN classifier (i.e., the same 120 features). To generate these features, we enable the DWT and FFT blocks whenever the SVM classifier outputs a dynamic activity. Once the features are generated, we evaluate the DNN to obtain the final activity classification.

7.5 Low-Power Optimizations

One of the most important goals of the proposed HAR engines is to operate within the harvested energy budget of wearable devices [23]. This section presents the low-power optimization techniques used in our design that will help in enabling operation under harvested energy budget.

7.5.1 Clock and Data Gating

Human activities typically occur in the order of a few Hertz [99]. We leverage this information to deactivate the part of blocks which are not used all the time. For example, the feature generation starts after segmentation and downsampling are completed. Similarly, there
Figure 7.3: A representative timing diagram for the activation of the blocks in the proposed HAR engine. The active times of Feature and Classifier clocks are detailed in Table 7.9.

is a data dependency from feature generation to classification, as shown in Figure 7.3. In total, there are three major dependencies:

- Stretch and accelerometer downsampling (i.e., Stretch DS and Accel. DS in Figure 7.3) depend on the completion of segmentation
- Feature generation dependency is twofold. FFT computation and stretch statistics depend on stretch sensor downsampling. DWT computation and accelerometer statistics depend on accelerometer downsampling.
- Classifier depends on feature generation

We leverage these dependencies to design a custom clock gating solution for HAR applications. The clocks of the stretch and accelerometer downsampling blocks become active only after a valid segment is identified. Since there are fewer stretch sensor data samples than the accelerometer, stretch downsampling finishes earlier and enables the FFT feature generation block (orange line). After downsampling the accelerometer samples, the rest of the feature generation blocks (e.g., DWT) are enabled. Once all features are generated, the clock of the classifier blocks is enabled (green line).

Figure 7.4 shows the clock gating logic for the segmentation and downsampling blocks. The control signals, called (“output_valid”), are asserted to notify the downstream block when the preceding operation is complete. This signal is connected to the “set” input of an SR-
Latch. When it is asserted, the output \( Q \) of the latch becomes high. Consequently, the gated clock \( \text{gclk} \) enables the operation of the downsampling block. The “output_valid” of the downsampling block is connected to the “reset” input of the same latch. In this way, the gated clock stops when “output_valid” becomes high, i.e., when downsampling is completed. Note that we use a negative latch to prevent any glitches and additional delay in the gated clock.

**Clock Gating Implementation Overhead:** The clock gating logic uses only an SR-Latch and an AND gate, which introduces negligible overhead. The latch introduces a half-cycle delay before the operation of the next logic begins. To compensate for this and to not lose any data, the outputs of the left-hand logic are registered before they are passed on to the next logic.

The proposed clock gating logic is implemented for all dependencies in the design presented earlier. As a result, we end up with one global clock and four gated clocks for both the baseline and activity-aware HAR engines. Figure 7.5 illustrates which blocks run on different clocks with different colors. Note that these clocks are gated versions of the same global clock, so their frequencies are the same.
7.5.2 Power Gating

Clock gating is useful for reducing the dynamic power consumption, while power gating can reduce both leakage and dynamic power consumption. Since the feature generation and classification blocks stay mostly idle, power gating is a promising power optimization technique. To this end, we divide the proposed HAR engine into two power domains, as illustrated in Figure 7.5. The first power domain (PD1) contains the preprocessing and segmentation blocks, which are always on. The second power domain (PD2) integrates the feature generation and classification blocks, which become active intermittently. In this way, these blocks can turn on only after a segment is identified and turned off once the activity is classified.

The power gating functionality is implemented using a power control unit (PCU). Since the PCU must be always on, it operates on PD1 and the global clock. The PCU works on the same basic principles as the clock gating logic shown in Figure 7.4. By default, the second power domain is turned off during preprocessing and segmentation. The “output_valid” signal of the segmentation block is the first input to the PCU. It is asserted when a valid segment is ready. When this input is received, the SR-latch inside the PCU turns on PD2 by driving the sleep transistor, as shown in Figure 7.5. Then, PD2 stays active until the classifier block output becomes valid.

Figure 7.5: Power and clock domains in the proposed design
Power Gating Implementation Overhead: Multiple power domains introduce three distinct overheads. First, the sleep transistor introduces additional leakage current, which can offset the potential power savings, if it is significant. To minimize the leakage of the sleep transistor, we employ high-threshold-voltage low-leakage PMOS header transistors. The high threshold voltage transistors typically have leakage power in the order of nanowatts\(^9\). Since the leakage power of the proposed HAR accelerator is in the order of microwatts, power gating can achieve significant power savings by lowering the leakage current. The second overhead is the wake-up time, which is typically less than one microsecond. The proposed HAR accelerator receives new sensor samples every few milliseconds when operating at 100–250 Hz sampling frequencies. Therefore, the wake-up time is negligible for the proposed HAR engine. Finally, the PCU and the sleep transistor increase the total area of the design. In our implementation, the logic required for controlling the sleep transistor is a single SR-Latch, which represents a negligible area overhead. Furthermore, the sleep transistor also incurs less than 5% area overhead, which is small when compared to the potential savings in the leakage power. In summary, using two power domains enables significant power savings with a small overhead.

7.5.3 Use of Low-Power Classifiers

In the course of daily life, static activities occur more frequently than dynamic activities. To estimate the average distribution of activities, we performed an analysis of human activities using the American Time Use Survey (ATUS) [163], which is conducted by the United States Census Bureau to record how people spend their time during a day. According to this survey, people spend almost 84% of the time in static activities, such as lie down, sit, and stand. Dy-

Dynamic activities, such as walking, running, and stairs up/down, constitute only about 16% of the total time.

Our activity-aware 2-level classifier exploits the distribution of activities to enable additional power and energy savings. First, the DNN, DWT, and FFT blocks are activated only for dynamic activities. For example, if the SVM block classifies an activity as static, these blocks remain clock gated. Consequently, they are activated less frequently compared to the baseline classifier. Furthermore, the DNN block uses fewer resources as detailed in Section 7.6.2 because it does not need to classify static activities. The benefits of using the activity-aware classifier in terms of power and energy consumption are evaluated in Section 4.7.

7.6 Experimental Evaluation

7.6.1 Experimental Setup

**Design Tools and Hardware Technology:** We first design the proposed HAR engine using Verilog Hardware Description Language (HDL). Then, we synthesize it with TSMC 65 nm low power (LP) technology using Synopsys Design Compiler (DC). To obtain the layout and the area of the design, we perform automatic placement and routing using Cadence Innovus. Finally, we use Synopsys PrimeTime to obtain the timing and power consumption of each block and the entire design. In addition to the low-power optimizations presented in Section 7.5, we also utilize the power optimization options available in the Synopsys Design Compiler to optimize the power consumption of the proposed HAR engine. The same optimization options are used for all designs for a fair comparison.

**User Studies:** We use the w-HAR dataset described in Chapter 4 to evaluate the accuracy of the designed HAR engines. The labeled data from w-HAR is used to extract the features and train
the DNN classifiers. After training the classifiers, the raw sensor data from the w-HAR dataset are fed to the HAR engine to segment the windows and perform the activity classification.

**Training, Cross-validation, and Test data:** Data samples from 4 randomly selected users are reserved exclusively for testing. Then, samples from the remaining 18 users are divided into 60% training, 20% cross-validation, and 20% additional test data. Overall, 37% of the test data comes from 4 unknown users.

7.6.2 Design Area

7.6.2.1 Baseline HAR Engine

Figure 7.6 shows the layout of the baseline HAR engine, which has a total area of 1.353 mm². While optimizing the floorplan, the order of the blocks is matched to the logic flow described in Figure 7.1. The area breakdown in Figure 7.8 shows that the FFT block has the largest area. This is expected as the FFT block is the most compute-intensive block in the design. Among other blocks, most of the area is occupied by blocks that have registers to store their input or output data. For example, the FIFO block occupies 21% of the total area. This is also expected since it has to store the filtered data until a new activity window is detected by the segmentation block. Similarly, the DNN block incurs the overhead of storing the weights and performing MAC operations. In contrast, the low pass filter and segmentation blocks take up a smaller area since they do not have to store a significant amount of data for their computations.
7.6.2.2 Activity-Aware 2-Level HAR Engine

Figure 7.7 shows the layout of the 2-level HAR engine, which shows a total cell area of 1.357 mm². We observe that the layout closely resembles the baseline classifier except for the feature generation and neural network blocks. This is because both classifiers share the blocks for filtering, segmentation, and downsampling. The activity-aware 2-level design has additional blocks for the support vector machine classifier and decision tree for static activities. However, the total area of the 2-level classifier is only 0.3% more than the baseline classifier because it uses a smaller DNN with fewer neurons for dynamic activities. The 2-level classifier with a slightly larger area allows us to significantly improve the accuracy and lower the power consumption, as we show in the following sections.
Figure 7.9 shows the area breakdown of the activity-aware 2-level HAR engine. Similar to the baseline design, the FFT block consumes the largest area while the neural network block has a smaller area in the 2-level classifier due to its smaller size. Furthermore, the SVM and DT blocks consume a negligible portion of the total area despite their significant power and accuracy benefits.

7.6.3 Accuracy Evaluation

7.6.3.1 Baseline HAR Engine

We start the accuracy analysis of the baseline HAR engine by generating the feature vectors for each activity window in our dataset. To maintain compatibility with the hardware implementation, the features are stored in a 16-bit integer format. This feature data is then supplied to a neural network training algorithm implemented in Python with Keras APIs [37] and Tensorflow backend [1] using the parameters summarized in Table 7.2. These parameters are determined by sweeping them and evaluating the accuracy. For example, the batch size is incremented from 25 to 100 in steps of 25. Of these, a batch size of 50 gives the best accuracy for our dataset. Similarly, we sweep the number of training epochs from 100 to 500. 200 training epochs are used in the experiments since this is sufficient to achieve good accuracy while avoiding overfitting.

At the end of the training, we obtain the weights of the network in the floating-point format. Since our hardware implementation uses 16-bit integer precision, we uniformly quantize the weights and activations to 16 bits using the approach in [90]. For each layer of the neural network, we first find the weight with the maximum magnitude $W_{\text{max}}$. Then, the quantization
Table 7.2: Parameters used for deep neural network training

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
<tr>
<td>Loss function</td>
<td>Categorical cross-entropy</td>
</tr>
<tr>
<td>Initial learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Epochs</td>
<td>200</td>
</tr>
<tr>
<td>Batch size</td>
<td>50</td>
</tr>
</tbody>
</table>

factor $\Delta_q$ is obtained as:

$$\Delta_q = \frac{2W_{\text{max}}}{2^{16}} \quad (7.3)$$

The uniform quantization ensures that zero in floating-point precision is mapped to zero in integer precision as well. We use the quantization factor of each layer to obtain the quantized weights of the neural network. After quantizing the weights, we use the 16-bit integer features to quantize the activations in the neural network. Finally, we evaluate the accuracy of the quantized neural network for all the activity windows in our dataset.

Table 7.3 shows the confusion matrix for the baseline HAR engine. It contains one row and a column for each activity classified in this chapter. The rows represent the true activity, whereas the columns represent the activity classified by the proposed baseline HAR engine. The diagonal entries of the confusion matrix show the number of instances that are classified correctly. The baseline DNN classifier is able to recognize all the activities with few or no misclassifications. For example, the walk activity is classified correctly 1913 times out of 2007 activity windows, leading to 95% classification accuracy. We also observe that the walk activity is misclassified as either jump, stairs down, or transition. This happens since the jump and stairs down pattern of some users are similar to that of walk. All the instances of the lie down activity are classified correctly, leading to a 100% recognition accuracy. The lowest accuracy of classification is observed for transitions between the various activities. This is expected since the transitions typically contain features of two different activities, such as in stand to
Table 7.3: Confusion matrix for the baseline classifier

<table>
<thead>
<tr>
<th></th>
<th>Jump</th>
<th>Lie Down</th>
<th>Sit</th>
<th>Stand</th>
<th>Walk</th>
<th>Stairs Up</th>
<th>Stairs Down</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jump</td>
<td>442</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Lie Down</td>
<td>0</td>
<td>474</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Sit</td>
<td>0</td>
<td>0</td>
<td>665</td>
<td>26</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Stand</td>
<td>0</td>
<td>0</td>
<td>16</td>
<td>576</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>27</td>
</tr>
<tr>
<td>Walk</td>
<td>31</td>
<td>0</td>
<td>10</td>
<td>1913</td>
<td>0</td>
<td>10</td>
<td>42</td>
<td></td>
</tr>
<tr>
<td>Stairs Up</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>101</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>Stairs Down</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>97</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Transition</td>
<td>7</td>
<td>2</td>
<td>7</td>
<td>14</td>
<td>14</td>
<td>4</td>
<td>0</td>
<td>229</td>
</tr>
</tbody>
</table>

sit transition, which makes it harder for the classifier to identify them with high accuracy. In summary, the baseline DNN classifier achieves an accuracy greater than or equal to 93% for all the activities used in this chapter. Note that additional activities could degrade the accuracy, especially if they are close to the existing activities. More complex classifiers and features may be needed with increasing number and complexity of target activities.

**Evaluation with the Opportunity Dataset [140]:** In addition to our in-house data, the accuracy of the proposed HAR engine is also evaluated using the publicly available Opportunity dataset [140], which includes data from 4 users for a range of daily activities. Since our work focuses on ambulatory activities, we extract the corresponding data from the Opportunity dataset. Furthermore, we use only the accelerometers mounted on the right knee and the shoe since these setups are closest to the sensors used in our experiments. The data is divided into windows of approximately two seconds to compute the DWT and statistical features for each window. Finally, the DNN is trained with the same structure as our baseline neural network classifier using the extracted features. The proposed DNN classifier achieves an overall accuracy of 95% for the locomotion activities in the Opportunity dataset. This result shows that the proposed features and DNN classifier can classify activities from multiple datasets accurately.
7.6.3.2 Activity-Aware 2-Level HAR Engine

First-Level SVM Classifier: The activity-aware 2-level HAR engine recognizes the activities in two phases, as described in Section 7.4. The SVM classifier employs only the statistical features to determine if an activity is static or dynamic to minimize power consumption. The SVM parameters are determined by using the Statistical and Machine Learning Toolbox in MATLAB. We perform 10-fold cross-validation during training to ensure that the classifier is robust. After finding the weights of the SVM classifier, they are converted to 16-bit integer precision using Equation 7.3. Then, we obtain the confusion matrix for the SVM classifier using the integer weights, as shown in Table 7.4.

Our SVM implementation classifies only 38 windows out of 4740 activity windows incorrectly. More specifically, it misclassifies only 9 static and 29 dynamic windows, as shown in Table 7.4. Hence, it achieves more than 98% overall accuracy.

Table 7.4: Confusion matrix for the level 1 SVM classifier. The static and dynamic activities are classified with over 99% accuracy.

<table>
<thead>
<tr>
<th></th>
<th>Static</th>
<th>Dynamic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static</td>
<td>1781</td>
<td>9</td>
</tr>
<tr>
<td>Dynamic</td>
<td>29</td>
<td>2921</td>
</tr>
</tbody>
</table>

Second-Level Decision Tree for Static Activities: Static activities are classified using a decision tree, as described in Section 7.4.2. We train the DT classifier in Weka [70] using 16-bit integer features for all the activity windows in the static class. Table 7.5 shows the confusion matrix for the three static activities in our data set. The DT classifier achieves high accuracy for all three activities. Overall, it classifies only 13 out of 1790 activities incorrectly. Furthermore, it has better accuracy than the DNN classifier used in the baseline HAR engine. For
instance, the number of misclassifications for the stand activity reduces from 44 to 8, which translates to an accuracy improvement from 93% to 99%. As a result, the two-level design has both accuracy and power consumption benefits.

**Second-Level Neural Network for Dynamic Activities:** The activity-aware HAR engine uses a neural network with a single hidden layer to classify individual dynamic activities, as explained in Section 7.4.3. The neural network uses the same features and training settings as the baseline DNN classifier. Similar to the baseline DNN, we quantize the weights and the activations using Equation 7.3.

The confusion matrix for the dynamic activities is shown in Table 7.6. We observe that the number of misclassifications for all the activities is similar to or fewer than the baseline DNN classifier. The largest improvement is seen for transitions where the number of mistakes decreases from 48 to 25, which is a drop of about 48%. The overall accuracy of the proposed second-level neural network classifier is 96%. In contrast, a decision tree classifier for dynamic

### Table 7.5: Confusion matrix for the activity-aware HAR engine for static activities

<table>
<thead>
<tr>
<th></th>
<th>Lie Down</th>
<th>Sit</th>
<th>Stand</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lie Down</td>
<td>473</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Sit</td>
<td>0</td>
<td>691</td>
<td>4</td>
</tr>
<tr>
<td>Stand</td>
<td>8</td>
<td>0</td>
<td>612</td>
</tr>
</tbody>
</table>

### Table 7.6: Confusion matrix for the activity-aware HAR engine for dynamic activities

<table>
<thead>
<tr>
<th></th>
<th>Jump</th>
<th>Walk</th>
<th>Stairs Up</th>
<th>Stairs Down</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jump</td>
<td>445</td>
<td>8</td>
<td>0</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Walk</td>
<td>19</td>
<td>1937</td>
<td>2</td>
<td>9</td>
<td>40</td>
</tr>
<tr>
<td>Stairs Up</td>
<td>1</td>
<td>1</td>
<td>105</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Stairs Down</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>99</td>
<td>0</td>
</tr>
<tr>
<td>Transition</td>
<td>5</td>
<td>14</td>
<td>1</td>
<td>5</td>
<td>252</td>
</tr>
</tbody>
</table>
activities could achieve only 90% accuracy. In summary, the activity-aware 2-level HAR engine improves the classification accuracy while also reducing the average power consumption.

7.6.4 Power Consumption Evaluation

Power and energy consumption are among the most important evaluation metrics for the HAR engine. Therefore, we perform a detailed analysis of the power consumption of each major component in the proposed design. Our analysis assumes 100 kHz operating frequency, which provides sufficient performance (4.19 ms operation per activity in the baseline HAR engine), as described in Section 7.6.5. To analyze the power consumption, we first generate the switching activity data of the design using sensor data from our user studies. The switching activity file is then used to calculate the power consumption of the major blocks in the design. The power consumption values reported in this section include savings achieved by the clock gating described in Section 7.5. We estimate up to 30% additional savings by power gating the feature generation and DNN blocks using two power domains until a new activity window is detected.

7.6.4.1 Baseline HAR Engine

Table 7.7 summarizes the average power consumption of the major blocks of the baseline HAR engine. Power consumption is divided into two distinct parts based on the operating mode of each block. The first row shows the power consumption of the always-on preprocessing and FIFO blocks. The majority of the power in the preprocessing block is attributed to active power. Since this is mainly due to the FIFO memories in the preprocessing block, this power consumption can be further reduced by optimizing the memory design. The remaining rows
Table 7.7: Power consumption summary for the baseline HAR engine at \( f = 100\text{kHz}, \ V = 1.0\ \text{V} \)

<table>
<thead>
<tr>
<th>Operation Mode</th>
<th>Block</th>
<th>Dynamic Power ((\mu\text{W}))</th>
<th>Leakage Power ((\mu\text{W}))</th>
<th>Total Power ((\mu\text{W}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Collection &amp; Preprocessing</td>
<td>Filtering</td>
<td>0.49</td>
<td>0.05</td>
<td>0.54</td>
</tr>
<tr>
<td>(always ON)</td>
<td>Segmentation</td>
<td>0.43</td>
<td>0.05</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>FIFO</td>
<td>12.10</td>
<td>1.16</td>
<td>13.26</td>
</tr>
<tr>
<td>Classification (once per activity)</td>
<td>Downsampler</td>
<td>4.39</td>
<td>0.75</td>
<td>5.14</td>
</tr>
<tr>
<td></td>
<td>DWT</td>
<td>2.49</td>
<td>0.42</td>
<td>2.91</td>
</tr>
<tr>
<td></td>
<td>FFT</td>
<td>11.90</td>
<td>2.61</td>
<td>14.51</td>
</tr>
<tr>
<td></td>
<td>DNN Feature Merge</td>
<td>1.77</td>
<td>0.75</td>
<td>2.52</td>
</tr>
<tr>
<td></td>
<td>DNN</td>
<td>10.14</td>
<td>1.16</td>
<td>11.30</td>
</tr>
<tr>
<td>Total</td>
<td>Data Collection</td>
<td>13.02</td>
<td>1.26</td>
<td>14.28</td>
</tr>
<tr>
<td></td>
<td>Classification</td>
<td>30.69</td>
<td>5.69</td>
<td>36.38</td>
</tr>
<tr>
<td>Overall</td>
<td></td>
<td>43.71</td>
<td>6.95</td>
<td>50.66</td>
</tr>
</tbody>
</table>

The table shows the power consumption of blocks that are executed only once per activity. Of these blocks, the FFT block has the highest power consumption as expected. This aligns with our earlier observation that the FFT block has the highest area among all the blocks. The DNN block has a higher active power consumption due to the multiplications involved in each neuron. The total power consumption for classifying the activity after the preprocessing blocks complete is about 36.4 \(\mu\text{W}\). This represents about 325\(\times\) reduction in processing power when compared to implementations on a programmable microcontroller.

7.6.4.2 Activity-Aware 2-Level HAR Engine

This section analyzes the power consumption of the activity-aware 2-level HAR engine. The power values for the always-on blocks remain unchanged since they are reused. The power consumption breakdown of the remaining blocks is summarized in Table 7.8.

As described in Section 7.4, the power consumption of this design depends on the activity,
Table 7.8: Power consumption summary for the activity-aware HAR engine at f = 100 kHz and V = 1.0 V

<table>
<thead>
<tr>
<th>Operation Mode</th>
<th>Block</th>
<th>Dynamic Power (µW)</th>
<th>Leakage Power (µW)</th>
<th>Total Power (µW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification (once per activity)</td>
<td>Downsampler</td>
<td>3.33</td>
<td>0.84</td>
<td>4.17</td>
</tr>
<tr>
<td>Common SVM Feature Input</td>
<td>0.47</td>
<td>0.04</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>0.47</td>
<td>0.15</td>
<td>0.62</td>
<td></td>
</tr>
<tr>
<td>Static Decision Tree</td>
<td>0.24</td>
<td>0.02</td>
<td>0.26</td>
<td></td>
</tr>
<tr>
<td>Dynamic DWT</td>
<td>1.96</td>
<td>0.43</td>
<td>2.39</td>
<td></td>
</tr>
<tr>
<td>FFT</td>
<td>9.64</td>
<td>2.66</td>
<td>12.3</td>
<td></td>
</tr>
<tr>
<td>DNN Feature Input</td>
<td>1.42</td>
<td>0.75</td>
<td>2.17</td>
<td></td>
</tr>
<tr>
<td>DNN</td>
<td>7.60</td>
<td>0.85</td>
<td>8.45</td>
<td></td>
</tr>
<tr>
<td>Total Static (Data Collection + Classification)</td>
<td>17.24</td>
<td>2.29</td>
<td>19.53</td>
<td></td>
</tr>
<tr>
<td>(12.73+4.51)</td>
<td>(1.24+1.05)</td>
<td>(13.97+5.56)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dynamic (Data Collection + Classification)</td>
<td>37.62</td>
<td>6.96</td>
<td>44.58</td>
<td></td>
</tr>
<tr>
<td>(12.73+24.89)</td>
<td>(1.24+5.72)</td>
<td>(13.97+30.61)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

i.e., whether the activity is static or dynamic. The first part of the table shows the power consumption of the blocks that are common to both static and dynamic activities. These blocks include Downsampler and the SVM classifier. We observe that the SVM classifier has a negligible power consumption of 0.62 µW, while the Downsampler block has similar power consumption as the baseline HAR engine. The “Static” part of the table shows the blocks that are used when a static activity is detected by the SVM classifier. Since the decision tree for static activities employs the same features as the SVM classifier, it is the only component contributing to the power consumption, i.e., there is no need to generate other features. As we can see in Table 7.8, the DT consumes only 0.26 µW of power. Finally, the “Dynamic” part of the table shows the power consumption of the engine when a dynamic activity is identified by the SVM classifier. The dynamic part includes computation of the detailed features required for the neural network and the neural network execution itself. As expected, the total power for dynamic activities is higher than the power consumption for static activities.

Several blocks, such as Downsampler, have lower power consumption when used in the
activity-aware 2-level HAR engine compared to the baseline design. This difference stems from two reasons. First, these two designs are synthesized separately as a whole, as opposed to integrating blocks as black boxes. Hence, the synthesized block, their output ports, and lengths of the buses they drive have differences. For example, the output of the Downsample block connects to the SVM block in the 2-level HAR engine. In contrast, it connects to all the feature generation blocks, including FFT and DWT, in the baseline design. Second, the power consumption is found using the VCD files in Primetime tool. Since most of the blocks in the 2-level activity-aware design are activated less frequently, they end up having a smaller switching factor, hence, lower power consumption.

In summary, the activity-aware classifier consumes 5.56 μW for static activities and 30.61 μW for dynamic activities once a segment is identified. Including the power consumption of the sensor and data communication, this leads to 1.3 mW, which is 10 times lower than the embedded system solutions.

**Voltage Scaling:** Once an activity window is detected, the proposed HAR engine takes 421 cycles to generate the features and classify the activity. Hence, operating at as low as 42 kHz provides around 10 ms processing window, which is comparable to the sampling time of the sensors. This slack enables us to lower the supply voltage without a noticeable difference in

![Figure 7.10: Power consumption as a function of voltage](image)
performance. We exploited this observation by sweeping the supply voltage and measuring the resulting power consumption. The power consumption at 1.2 V is 75 µW, as shown in Figure 7.10. Operating at 1.0 V and 0.8 V decrease the power consumption to 45 µW and 30 µW, respectively.

**Peak Power Consumption Evaluation:** Our goal is to operate the HAR engine using ambient energy harvesting. Therefore, it is also important to evaluate the peak power consumption of the design to ensure that the power consumption is within the capabilities of energy-harvesting technologies. Figure 7.11 compares the total power consumption of the two classifiers for the two types of activity windows, static and dynamic. Specifically, the figure shows a static activity at t = 376.9 s and a dynamic activity at t = 379.8 s. The black line shows the power consumption of the single-level baseline HAR engine. It has the same instantaneous power consumption for both activity types. Furthermore, it has a peak power consumption of almost 51 µW. This can be limiting for energy-harvesting devices since they have to support a peak power of 51 µW for each activity window. In contrast to this, the activity-aware classifier, shown with a red line, has a peak power consumption of only 19.5 µW for static activities,
as seen in the zoomed-in portion inside Figure 7.11. Therefore, the peak power that energy-harvesting devices need to provide is reduced significantly, especially for static activities.

7.6.5 Performance Evaluations

This section presents the execution time of each block in the proposed HAR engines. The time scales of human activities and sampling data rates are much smaller than the maximum operating frequency we can achieve with the commercial TSMC 65 nm technology. In contrast, power consumption is of extreme importance. Both the baseline and activity-aware 2-level HAR engines can operate comfortably at 1 MHz, which is much higher than required. Therefore, we summarize the number of cycles taken by each major block in the rest of this section.

The always-on preprocessing and segmentation blocks take one cycle for processing each incoming sample. Once the segmentation block marks a segment, the corresponding blocks for each classifier are activated. The latencies for these blocks are summarized in Table 7.9. We divide the table into three parts. The first part, denoted by “Common” includes the blocks that are common to both baseline and activity-aware engines. The second part, denoted by “Baseline Classifier” includes the blocks used only in the baseline classifier. Finally, the third part of the table lists the latencies for blocks that are exclusive to the 2-level classifier.

The Downsample block for the accelerometer data has the highest latency while the DWT block has the lowest latency. The Downsample block incurs a higher latency because it has to go through all the samples in a segment serially before generating its output. Moreover, the calculation of statistical features is integrated into the Downsample block, which adds a few cycles of additional execution. We also observe that the Downsample block for the stretch sensor takes fewer cycles to execute. This can be attributed to the fact that the sampling rate of the stretch sensor is lower than that of the accelerometer. Once the Downsample blocks
Table 7.9: Summary of latency of the blocks in the baseline HAR engine and the activity-aware HAR engine

<table>
<thead>
<tr>
<th>Usage</th>
<th>Block</th>
<th>Latency (cycles)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common</td>
<td>Acc. Downsamp</td>
<td>252</td>
</tr>
<tr>
<td></td>
<td>Stretch Downsamp</td>
<td>109</td>
</tr>
<tr>
<td></td>
<td>FFT</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>DWT</td>
<td>4</td>
</tr>
<tr>
<td>Baseline HAR engine</td>
<td>3 Layer DNN</td>
<td>163</td>
</tr>
<tr>
<td>Activity-aware</td>
<td>SVM</td>
<td>3</td>
</tr>
<tr>
<td>HAR engine</td>
<td>Decision Tree</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2 Layer DNN</td>
<td>145</td>
</tr>
</tbody>
</table>

complete their execution, the DWT and FFT blocks execute in parallel leading to their low execution latency of 4 and 21 cycles, respectively. The FFT and DWT blocks are executed for the baseline HAR engine independent of the class of activity, whereas for the activity-aware engine, they are executed for dynamic activities only.

The last step in the baseline HAR engine is to evaluate the activity classification using the three-layer DNN, which takes 163 cycles. For the activity-aware engine, we first evaluate the SVM classifier to distinguish between static and dynamic activities. If the activity is static, we execute the decision tree with a latency of 2 cycles. Otherwise, we execute the FFT, DWT, and the 2-layer DNN, which take 166 cycles in total.

The total latency is not simply summing every block up since there are some overlaps. In summary, including data collection blocks, the total latency for the baseline HAR engine is 419 cycles, which results in 4.19 ms for the classifying the activity at 100 kHz operating frequency. Total latencies for dynamic activity and static activity in the activity-aware HAR engine are 421 cycles (4.21 ms @100 kHz) and 257 cycles (2.57 ms @100 kHz), respectively. Consequently, the time taken for activity recognition is negligible compared to the time required for data collection (in the order of a few seconds).
7.7 Summary

This chapter presented the first hardware accelerator that integrates all aspects of human activity recognition. We first designed a baseline HAR engine following the most commonly used single classifier for all the activities. Then, we exploited the nature of human activities to design an activity-aware 2-level HAR engine that identifies activities in two steps. This approach improves the classification accuracy while reducing the power consumption of the HAR engine. We implemented both HAR engines using a commercial 65 nm process technology. Our extensive post-layout simulations show that the proposed HAR engines are able to reduce the power consumption by about two orders of magnitude compared with conventional programmable solutions.

Further optimization in power consumption and area can be obtained by using an 8-bit quantization for the DNN. Our preliminary results show that it can achieve up to 7% savings in power consumption and a 6% reduction in area. However, 8-bit quantization also reduces the robustness of classification accuracy. Therefore, our future work will consider quantization-aware training approaches to achieve lower power and smaller area.
Wearable devices offer great potential to change the landscape of health and activity monitoring. However, their widespread adoption has been hindered by various adaptation and technical challenges. This dissertation presented potential solutions to these challenges.

First, we presented an open-source hardware/software platform for health monitoring. As part of this, we designed a wearable device using flexible hybrid electronics. We released the hardware files, software libraries, and applications as part of the open-source release. The proposed platform will help in creating a common community of researchers in health monitoring.

Our second contribution presented an algorithm for near-optimal energy allocation in energy harvesting wearable devices. The proposed algorithm used dynamic programming to enable recharge-free operations. Experiments with real solar energy harvesting data on our wearable device showed that the proposed algorithm achieves results that are within 3% of the optimal result obtained offline.

Third, we presented a comprehensive framework for HAR. We started with the w-HAR dataset that includes data of seven activities and transitions for 22 users. w-HAR is the first dataset that includes data from wearable stretch sensors and accelerometers. Then, we proposed an online learning approach for HAR. Most of the approaches for HAR use offline learning on smartphones or wearable devices. However, offline learning does not scale well when the models are used on new users. Our approach addressed the limitation by using feedback from users to update the classifier weights. Experimental evaluations with 22 users showed that the proposed approach improves the accuracy for new users by as much as 40% while consuming about 12.5 mW power. One of the critical aspects of online learning is determining the number
of layers to reuse for new users. To this end, we proposed a transfer learning framework to
determine the number of neural network layers to transfer such that learning for new users is
optimized. We used representational analysis to show that the initial layers of a CNN provide
general features while deeper layers provide user-specific information. Using this insight, we
transferred the initial layers of CNNs to new users and fine-tuned only the deeper layers of the
network. Evaluations using three datasets showed that transfer learning achieves up to 43%
accuracy improvement when compared to accuracy without using transfer learning.

Our next contribution integrated the energy allocation and HAR applications in a runtime
energy-accuracy optimization framework for energy harvesting IoT devices. This is important
since a single operating point of an application may not be suitable for every energy budget in
energy harvesting IoT devices. Therefore, we designed a total of 22 design points for HAR,
which is the driver application for the algorithm. Among these, we chose five Pareto-optimal
design points with varying energy-accuracy trade-off. The runtime algorithm dynamically
chooses among the Pareto-optimal points design points to co-optimize the accuracy and ac-
tive time under energy budget constraints. Experiments using our wearable device showed
that the proposed algorithm achieves 46% higher expected accuracy and 66% longer active
time compared to a static design point with the highest accuracy. This algorithm will aid in
achieving recharge-free operation without sacrificing the quality of service to users.

Finally, user surveys have shown that the charging requirement of wearable devices is one
of the leading reasons for abandoning them. Hence, practical solutions must offer ultra-low
power capabilities that enable operation on harvested energy. To address this need for HAR,
we presented the first fully integrated custom hardware accelerator (HAR engine) that con-
sumes 22.4 µJ per operation using a commercial 65 nm technology. We presented a complete
solution that integrates all steps of HAR, i.e., reading the raw sensor data, generating features,
and activity classification using a deep neural network (DNN). It achieves 95% accuracy in
recognizing seven activities and transitions while providing three orders of magnitude higher energy efficiency compared to embedded solutions.

In summary, this dissertation made the following contributions towards the wider adoption of wearable devices for health monitoring.

- Wearable IoT devices using flexible hybrid electronics [16, 21, 26],
- Energy-neutral operation through optimal energy harvesting and management [23],
- Online learning framework and open-source dataset for human activity recognition [15],
- A transfer learning framework for human activity recognition,
- Runtime energy-accuracy co-optimization for energy harvesting IoT devices [14],
- An ultra-low-energy hardware accelerator for human activity recognition [25]

8.1 Future Directions

This section provides some future directions for research presented in this dissertation.

**Healthcare Applications for Movement Disorders:** We presented an extensive HAR framework, which is one of the first steps in the treatment of movement disorders. Next, we need to extend the framework to movement disorder applications such as evaluating the effectiveness of drug therapies, freezing of gait prediction, and tremor analysis in movement disorder patients. The OpenHealth framework can enable these applications by adding sensors and processors needed for movement disorders.

**System-on-a-Chip for Wearable Applications:** The HAR engine presented in this framework is one of the components of a complete System-on-a-Chip (SoC) for wearable applications. The SoC will integrate general-purpose cores and other commonly used input/output interfaces. It will also integrate special-purpose engines for blocks such as pre-processing of sensor data, feature generation, reconfigurable neural network, and other classifiers.
Improved Energy-Allocation Algorithm Using Approximate Dynamic Programming: The results of the algorithm proposed in [23] degrade as the peak-to-peak variation in the harvested energy and deviation from the expected values increase. Furthermore, the algorithm in [23] does not take into account the expected energy harvest in the next few control intervals when performing the energy allocation. Instead, it uses an aggregate over a finite horizon to make the decisions. Due to this, it experiences large deviations from the optimal allocation when the expected energy harvest in far in the future, as seen in Figure 3.6. Our future work plans to address this limitation by performing a finite look-ahead while making the energy allocation in a given interval. We will use rollout, Monte Carlo search, and approximate dynamic programming to improve the energy allocation. Moreover, we plan to develop stochastic models for the expected energy harvest to ensure that short-term variations in the ambient sources of energy are taken into account. The proposed enhancements will allow us to achieve energy-neutral operation of wearable devices with minimal impact on the quality of service to the users.

Skin Temperature Management for Wearable Devices: Skin temperature issues will become more prominent in wearable devices as we move towards in-body and implantable devices. It is critical to effectively manage the skin temperature of these devices since they are in direct contact with the user. Therefore, one direction of future work can leverage state-of-the-art thermal management in mobile systems to develop novel algorithms for skin temperature management in in-body and implantable devices.
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