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Import Demand for Disaggregated Fresh Fruits in Japan

Introduction

Extremely high production costs for most agricultural products and the liberalization of several formal barriers to trade as a result of the World Trade Organization (WTO) put Japanese producers under considerable competitive pressures. As the number of Japanese producers has steadily declined (a 14 percent reduction in 1998 when compared to 1990), Japan has become increasingly dependent upon agricultural imports. As a result, Japan is the world’s largest importer of agricultural products, importing $33 billion worth of agricultural products in 1999 (USDA/ERS).

Japan has made several steps towards deregulation in the fruit industry since 1988. These include: (1) import quota reductions for fresh orange imports from the U.S. in 1988; (2) tariff reductions for grapefruit and lemons in 1989; (3) removal of import quotas for fresh oranges in 1991; (4) lifting the import ban on apple imports from New Zealand in 1993; and (5) lifting the import ban on apples from the United States in 1994. Furthermore, in July 1999, Japan adopted a new philosophy on agricultural policy, choosing to focus on national food security, multifunctionality, and less-trade distorting policies. However, the objective of food security is still carried out by not allowing the share of imports of many agricultural products to exceed 60 percent of domestic caloric intake. Furthermore, bound and applied tariffs are still significant for many fruit imports, regardless if the exporting country is a member of the WTO or not.

The Japanese fresh fruit market is an important component of U.S. agricultural exports. Fluctuations in prices caused by variable market conditions and changes in Japanese import policies have caused U.S. exports of fresh fruit to Japan to fluctuate. The main objective of this
paper is to empirically estimate the sensitivity of Japanese fresh fruit imports to changes in
Japanese income levels and import prices. The Japanese fresh fruit market is chosen because it
is a relatively important export market for producers in the Southern United States. A list of the
major types of fresh fruit imported by Japan in 1997, in terms of both value and quantity, are
provided in Table 1. Notice that bananas, grapefruit, oranges, and lemons are the most important
fresh fruit imports from the perspective of Japanese consumers. While grapefruit, oranges, and
lemons are important in terms of U.S. agricultural exports, bananas are not. However, it may be
that bananas act as a substitute for grapefruit, oranges, and lemons from the perspective of
Japanese consumers. Hence, all these fruits should be considered when attempting to estimate
the response of Japanese consumers to changes in relative import prices.

Although the fresh fruit market has become increasingly important in terms of its
contribution to the total value of U.S. agricultural exports, there are relatively few empirical
demand studies that focus on the major U.S. markets for disaggregate fresh fruit commodities.
Most import demand studies of related products found in the literature focus on the demand for
aggregate groupings of fruits or vegetables. For example, Sarris (1981, 1983) estimates income
and price elasticities of demand for five broad categories of fruits and vegetables (fresh fruits,
dried fruits, processed fruits, fresh vegetables, and processed vegetables) in the European Union.
Sparks estimates a world trade model for vegetables in which all vegetables and related products
are combined into one category.¹ Hunt estimates import demand for 36 disaggregate fruit and
vegetable products from Mediterranean countries by the European Union under the assumptions
that demand is a linear function of per capita income and that market shares are constant. Two
studies (Roberts and Cuthbertson; Atkin and Blanford) examine the import demand for fresh
apples in the United Kingdom, but apples from the United States are not included in the analysis.
Studies that estimate demand for aggregate groupings of fresh and processed fruits and vegetables are limited in the sense that income and price responses may differ markedly among disaggregate products (e.g., apples, oranges, or lemons). They do not take into account the effect that demand for one good has on that of other similar goods, either through a general or specific price substitution effect. Studies that analyze the domestic or import demand for fresh and processed fruits and vegetables at a disaggregate level in a system-wide approach have appeared in the literature only recently.

Four recently published studies address the issue of aggregate fresh fruit demand. Lee, Seale and Jierwiriyapant analyze the relationships among major suppliers of citrus juices in Japan using a Rotterdam import allocation model. They show that Japanese demand for imports of fresh grapefruit from the United States is affected by banana and pineapple imports and that the Japanese import demand for U.S. citrus juice is affected by Brazilian and Israeli export competition. Seale, Sparks, and Buxton also apply a Rotterdam model to study the import demand for fresh apples in Canada, Hong Kong, Singapore, and the United Kingdom (U.K.). It is shown that, except for the case of U.K. imports from Australia, an increase in the total expenditure on apple imports in each of the major apple importing countries would increase apple exports in each of the major exporting markets. It is also shown that a 1 percent increase in the expenditure on fresh apple imports in Hong Kong, Singapore, and the U.K. would increase imports of U.S. fresh apples by more than 1 percent in each of these countries. Lee, Brown, and Seale use a nested approach to analyze Canadian fresh fruit and juice import demand for the period from 1960 through 1987. The approach chooses between the Rotterdam demand specification and an income-variant differential demand specification developed by Keller and Driel, and Clements. Results indicate that, if the total expenditure on aggregate Canadian
imports of fresh fruit and juices increase, expenditure shares of oranges and apples increase. Furthermore, oranges and grapefruits are substitutes for apples. Hence, an increase in the price of fresh apples would increase the total consumption of citrus, thereby increasing Canadian citrus imports.

**Theoretical Model**

Empirical demand relationships are estimated under five different econometric specifications. These different specifications are developed under a system-wide approach to consumer demand with multi-stage budgeting. With two exceptions, the empirical analysis relies on the differential demand system developed by Barten (1964) and Theil (1965).

The most popular estimable demand system that results from the differential approach is known as the Rotterdam model. However, the Rotterdam model is only one particular parameterization adapted from Theil and Barten’s work. The Central Bureau of Statistics (CBS) model, developed by Keller and van Driel and also by Clements, is an alternative parameterization of the differential approach based on Working’s model. It assumes that the budget share allocated to each commodity group is a linear function of the logarithm of income whereas the Rotterdam model assumes constant marginal shares. In addition to the differential models, empirical estimates of Japanese fresh fruit demand are obtained for the time-series version of the Almost Ideal Demand System (AIDS) developed by Deaton and Muellbauer and the AIDS income-variant National Bureau of Research (NBR) specification developed by Neves.

Further, differential versions of these four demand specifications are nested into a general model (Barten 1993). The results of their empirical application to disaggregate Japanese fresh fruit imports are compared and contrasted.
The Rotterdam Model is derived by starting with utility maximization subject to the budget constraint, which can be written as:

(1) \[
\text{Max } U(q) \text{ s.t. } \sum_i (p_i q_i) = M
\]

where: \(U(q)\) is utility as a function of the consumption of a vector of goods \((q)\), \(M\) is total income, \(p_i\) is the price of the \(i^{th}\) good, and \(q_i\) is the quantity of the \(i^{th}\) good. However, before utility is maximized, the differential approach to demand system analysis proceeds by totally differentiating the budget constraint, which yields:

(2) \[
dM = \sum q_i dp_i + \sum p_i dq_i
\]

Dividing equation (2) through by income \((M)\), multiplying and dividing the first term on the RHS by \(p_i\), and multiplying and dividing the second term on the RHS by \(q_i\), yields:

(3) \[
\frac{dM}{M} = \sum \left(\frac{p_i q_i}{M}\right) \frac{dp_i}{p_i} + \sum \left(\frac{p_i q_i}{M}\right) \frac{dq_i}{q_i}
\]

If you let \(w_i = \frac{p_i q_i}{M}\) be the budget share of the \(i^{th}\) good, and make use of the fact that, for any variable \(X\), \(\frac{dX}{X} = d(\ln X)\), then equation (3) can be rewritten as:

(4) \[
d(\ln M) = \sum w_i d(\ln p_i) + \sum w_i d(\ln q_i)
\]

Using the definitions of both the Divisia price index \((d\ln P = \sum w_i d(\ln p_i))\) and the Divisia volume index \((d\ln Q = \sum w_i d(\ln q_i))\), equation (4) becomes simply:

(5) \[
d\ln M = d\ln P + d\ln Q
\]

Now, because all terms are in natural logarithms, relationship (5) is (theoretically) exactly equivalent to:

(6) \[
d(\ln(M/P)) = d\ln Q
\]

Relationship (6) depicts the fact that the natural logarithm of the change in income deflated by the price index is equal to the Divisia volume index. Hence, the two can be used interchangeably for theoretical purposes.²
Using the above differential relationship for the budget constraint in combination with the solution to Barten’s (1964) Fundamental Matrix, utility maximization eventually leads to the following specification, known as the Rotterdam Model (with time subscripts omitted for convenience):

\[ w_i \, d\ln q_i = \theta_i \, d\ln Q + \sum_j \pi_{ij} \, d\ln p_j, \quad i=1,2,...,n. \]

where \( w_i = (w_{it} + w_{i,t-1})/2 \) represents the average value share for commodity \( i \) with subscript \( t \) standing for time; \( d\ln q_i = \ln(q_{it}/q_{i,t-1}) \) is the natural logarithm of the change in the consumption level for commodity \( i \); \( d\ln p_i = \ln(p_{it}/p_{i,t-1}) \) is the natural logarithm of the change in the price for commodity \( i \); and \( d\ln Q \) is the Divisia volume index for the change in real income as in equation (6).

The solution to Barten’s Fundamental Matrix also yields the following relationships for the demand parameters:

\[ \theta_i = p_i (\partial q_i / \partial M); \quad \pi_{ij} = (p_i p_j / M) s_{ij}, \]

where \( M \) is total outlay or the budget; and \( s_{ij} \) is the \((i,j)\)th element of the Slutsky substitution matrix.

The parameter \( \theta_i \) is the marginal budget share for commodity \( i \), and \( \pi_{ij} \) is a compensated price effect.

Due to the strict theoretical constructs that the Rotterdam model adheres to, the following constraints of demand theory must be directly applied to its parameters:

\[ \Sigma \theta_i = 1, \Sigma \pi_{ij} = 0; \]

\[ \Sigma_j \pi_{ij} = 0; \] and

\[ \pi_{ij} = \pi_{ji}. \]

The Rotterdam model is a particular parameterization of a system of differential demand equations where the demand parameters, \( \theta_i \)'s and \( \pi_{ij} \)'s, are assumed to be constant. However, there is no strong prior reason that the \( \theta_i \)'s and \( \pi_{ij} \)'s should be held constant. An alternative parameterization is based on Working’s Engel model,
\((12) \quad w_i = \alpha_i + \beta_i \ln M, \quad i = 1, 2, \ldots, n.\)

As the sum of the budget shares is unity, it follows from (12) that \(\sum \alpha_i = 1\) and \(\sum \beta_i = 0\). To derive the marginal shares implied by Working's model, one multiplies (12) by \(M\) and then differentiates with respect to \(M\), which results in

\[(13) \quad \frac{\partial (p_i q_i)}{\partial M} = \alpha_i + \beta_i (1 + \ln M) = w_i + \beta_i.\]

Hence, under Working's model, the \(i^{th}\) marginal share differs from the corresponding budget share by \(\beta_i\); as the budget share is not constant with respect to income, neither is the associated marginal share. The expenditure elasticity corresponding to (13) is

\[(14) \quad \eta_i = 1 + \beta_i / w_i.\]

This expression indicates that a good with positive (negative) \(\beta_i\) is a luxury (necessity). As the budget share of a luxury increases with income (prices remaining constant), it follows from (14) that increasing income causes the \(\eta_i\) for such a good to fall toward 1. The income elasticity of a necessity also declines with increasing income under (14). Accordingly, as the consumer becomes more affluent, luxury and necessity goods become less luxurious under Working's model, a plausible outcome. If \(\beta_i = 0\), however, the good is unitary elastic and the budget share will not change in response to income changes (again, with prices held constant).

Replacing \(\theta_i\) in (7) with (13) and rearranging terms, one obtains

\[(15) \quad w_i (dnq_i - d\ln Q) = \beta_i d\ln Q + \sum_j \pi_{ij} d\ln p_i,\]

where \(\beta_i\) and \(\pi_{ij}\) are constant coefficients (Keller and van Driel; Clements). Equation (15) will be referred to as the CBS model following Keller and van Driel.

The AIDS model, another specification, is specified as

\[(16) \quad w_i = \alpha_i + \sum_j \gamma_{ij} \ln p_j + \beta_i \ln (M/P);\]
where $P$ is a price index defined by: 
$$\log P = \alpha_0 + \sum \alpha_k \ln p_k + \frac{1}{2} \sum \sum \gamma_{kl} \ln p_k \ln p_l.$$ 

The adding up restriction requires that:

$$\sum_i \alpha_i = 1, \quad \sum_i \beta_i = 0, \quad \sum_i \gamma_{ij} = 0;$$

Homogeneity is satisfied if and only if $\sum_i \gamma_{ji} = 0$; and symmetry is satisfied provided that $\gamma_{ij} = \gamma_{ji}$.

By approximating $P$ by Stone's price index and the logarithmic change in Stone's price index by the Divisia price index, $\sum i w_i d\ln p_i$, equation (16) can be expressed in differential form (Deaton and Muellbauer; Barten 1993),

\[ (17) \quad dw_i = \beta_i d\ln Q + \sum_j \gamma_{ij} d\ln p_j. \]

As shown by Barten (1993), $\beta_i = \theta_i - w_i$, and $\gamma_{ij} = \pi_{ij} + w_i \delta_{ij} - w_i w_j$, where $\delta_{ij}$ is the Kronecker delta equal to unity if $i=j$ and zero otherwise. Note that the CBS system has the AIDS income coefficients, $\beta_i$'s, and the Rotterdam price coefficients, $\pi_{ij}$'s. Also, if all units of analysis face the same prices, both the CBS and AIDS collapse to the simple Working’s model.

Another alternative model, the NBR model (Neves), can be derived by substituting $\theta_i - w_i$ for $\beta_i$ in (17) so that it has the Rotterdam income coefficients but the AIDS price coefficients Barten (1993). Specifically the NBR model is

\[ (18) \quad dw_i + w_i d\ln Q = \theta_i d\ln Q + \sum_j \gamma_{ij} d\ln p_j, \]

and the NBR and the CBS models can be considered as income-response variants of the Rotterdam model and the AIDS, respectively.

These four models are not nested, but, following Barten (1993), a general model can be developed which nests all four models. Specifically, the general model is

\[ (19) \quad w_i d\ln q_i = (d_i + \delta_1 w_i) d\ln Q + \sum_j e_{ij} d\ln p_j + \delta_1 w_i d\ln Q - \delta_2 w_i (d\ln p_i - d\ln P); \quad i=1,2,...,n; \]
where $\delta_1$ and $\delta_2$ are two additional parameters to be estimated. Note that (19) becomes the Rotterdam model when both $\delta_1$ and $\delta_2$ are restricted to be zero; the CBS model when $\delta_1=1$ and $\delta_2=0$; the AIDS model when $\delta_1=0$ and $\delta_2=1$; and the NBR model when $\delta_1=1$ and $\delta_2=1$. The demand restrictions on (19) are:

Adding-up \[ \sum d_i = 1 - \delta_1 \quad \text{and} \quad \sum e_{ij} = 0; \]

Homogeneity \[ \sum e_{ij} = 0; \]

Symmetry \[ e_{ij} = e_{ji}. \]

Data Description

Import expenditure data regarding the volume and the value (in Japanese Yen) of all major types of fresh fruit imported by Japan were collected from the United Nations Trade Data Tape. The United Nations Trade Data Tape contains annual data from 1971 through 1997 and aggregates imports from all source countries for each individual good. Due to the massive effort in reporting, collecting, confirming, and finalizing these data sets for all countries involved, the data contained in these data sets lag anywhere from two to four years. Hence, due to data limitations, the period of analysis ends in 1997. The import expenditure shares in Table 2 provide a summary of the UN data regarding Japanese fresh fruit imports. The seven major types of fresh fruit imported by Japan in a typical year are, in order of value: (1) bananas; (2) grapefruit; (3) oranges; (4) lemons; (5) pineapples; (6) berries; and (7) grapes. The theoretical models presented above and estimated below attempt to explain the changes in relative import expenditure shares over time as a function of the change in relative prices of the different types of fruit over time.
Estimation Procedure

Because of the adding-up restrictions, the full n x n matrices of all five systems are singular (n is the number of goods). Barten (1969) proved that, by omitting one equation and estimating the n-1 system of equations, the parameter estimates are invariant to which equation is omitted. Hence, we drop the other fruit equation and estimate all five systems with iterative Seemingly Unrelated Regressions (SUR) that iterates to the maximum likelihood (ML) estimator. This is accomplished by using the LSQ command in Time Series Processing (TSP) version 4.3.

We also test all five systems for autocorrelation of degree one (AR1) in the error terms by transforming the data with the Prais-Winston transformation and constraining the AR(1) parameter, rho, to be the same in all n (Breach and MacKinnon). Because the Jacobian term is no longer equal to one (or the log of the Jacobian term is not equal to zero), iterative SUR is not ML (Theil, Chung, and Seale). To obtain ML estimates of rho and all the other parameters from the AR(1) specified models, we use the Hidreth-Lui ML procedure. The log-likelihood ratio test is used to test whether or not the rho parameter is statistically equal to zero; the unrestricted model is AR(1) while the restricted model does not have autocorrelation. In all cases, AR(1) is soundly rejected. For example, for the Rotterdam system with homogeneity and symmetry imposed, the ML estimate of rho is .01 and the chi-square statistic is only .01 while the critical value at the 95% confidence level is 3.84. Since the Rotterdam system as well as the other four systems fit the data in log difference, this is not surprising.\textsuperscript{6}
Empirical Results for Five Goods

Testing Restriction, Choice of Functional Forms, and Goodness-Of-Fit

In this section, we present empirical estimates of behavioral relationships that partially explain Japanese import patterns for different fruits. First, we estimate five unrestricted demand systems including the unrestricted general demand system, equation (14), and then constrain the five systems by imposing homogeneity and then symmetry. The log-likelihood values associated with each of these demand systems are provided in Table 3. The numbers in parentheses are equal to the number of free parameters. The log-likelihood ratio test statistic is $LRT = -2[\log L(\theta^*) - \log L(\theta)]$, where $\theta^*$ is the vector of parameter estimates with the restrictions imposed, $\theta$ is the vector of parameter estimates without the restrictions, and $\log L(.)$ is the log value of the likelihood function. This statistic must be compared to a critical value from a $\chi^2(q)$ distribution, where $q$ is the number of restrictions imposed (Harvey, pp. 160-166). For example, the unrestricted log-likelihood value for the general model is 311.6. The restricted log-likelihood value for the test of homogeneity in the general model is 310.2. Hence, $LRT = -2(310.2 - 311.6) = 2.8$. The critical value for the test has degrees of freedom equal to the difference in the number of free parameters between the general unrestricted model (26) and the number of free parameters in the general model with homogeneity imposed (22). The critical value for this case is a $\chi^2$ value with 4 degrees of freedom. At a 95% level of significance, this critical value is 9.348. Hence, because the LRT statistic is not in the rejection region, we fail to reject the hypothesis of homogeneity. If one performs this comparison for all different combinations of likelihood ratio values in Table 3 (implying different critical values for each comparison, since the degrees of freedom differ), the results indicate that we fail to reject
any of the two economic constraints, homogeneity or symmetry, with any of the five models at a 95% level of significance.

Log-likelihood tests were also undertaken between the general model, with homogeneity and symmetry imposed, and each of the other four models (same restrictions) that are nested within the general demand system. When performing cross-model comparisons, the critical $\chi^2$ value always has 2 degrees of freedom and is equal to 5.991 at the 95% level of significance. The Rotterdam model is not rejected at the 95 percent confidence level while the CBS model is not rejected at the 90 percent level of significance. The AIDS and NBR models are both strongly rejected at the 90 percent level of significance.

Further evidence on the fit of the systems is provided by calculating a system-wide $R^2$ (McElroy). The measure is

$$R_x^2 = 1 - \frac{1}{1 + W^*/(T - K)(n - 1)}$$

where $T$ is the number of observations, $K$ is the number of estimated parameters in each equation, $n$ is the number of equations in the full system, and $W^*$ is a small-sample corrected Wald test statistic under the hypothesis that all estimated parameters in the system are zero. It is interesting to note that the $R_x^2$'s for the general, Rotterdam, CBS, AIDS, and NBR systems are .52, .99, .69, .49 and .98, respectively. This result seems to suggests that, for this data, the constant marginal shares of the Rotterdam and NBR systems have higher explanatory power than those based on Working’s Model.
Parameter Estimates

Individual parameter estimates for the General, Rotterdam, and CBS models as estimated using the procedure discussed in the previous section are provided in Table 4. We did not include parameter estimates for the AIDS or NBR model because these models were rejected at a 90% level of significance. In the general model, the expenditure coefficient for grapefruit is significant at $\alpha = .05$, while the expenditure coefficient for oranges and others are statistically significant at $\alpha = .10$. Neither $d_1$ nor $d_2$ are significantly different from zero. All own-price parameters are negative and significantly different from zero at $\alpha = .05$, except that of lemons, which is statistically different from zero at $\alpha = .10$. All significant cross-price terms are positive with four out of ten being different from zero at $\alpha = .05$.

The estimates for the Rotterdam import demand system, shown in the middle panel of Table 4, indicate that the marginal import expenditure shares are all positive and different from zero at $\alpha = .05$. All own-price parameter estimates are negative, and all cross-price parameter estimates are positive. All own-price parameters are significant at $\alpha = .05$, with the exception of the others category. Slutsky cross-price parameters are significant at $\alpha = .05$ for banana-grapefruit, grapefruit-oranges, oranges-lemons, and grapefruit-others. This indicates that these four combinations of goods are Hicksian substitutes with respect to each other.

Results of the CBS model with homogeneity and symmetry restrictions are reported in the bottom panel of Table 4. Remember that for the CBS model, an expenditure estimate greater than, less than, or equal to zero indicates an expenditure elasticity greater than, less than, or equal to unity, respectively. The expenditure parameter for bananas is negative and significant at $\alpha = .05$, which implies that the expenditure elasticity for bananas is less than one. On the other hand,
the expenditure parameter for grapefruit is positive and significant, which implies that the expenditure elasticity for grapefruit is greater than one. All other expenditure parameters for the CBS model are not significant. All own-price parameters are negative and statistically different from zero ($\alpha = .05$). All significant cross-price parameters are positive. The same combinations of goods that are substitutes in the Rotterdam model are also substitutes in the CBS model.

Expenditure Elasticity Estimates

Conditional import expenditure elasticities, conditional Slutsky price elasticities, and conditional Cournot price elasticities are provided in Table 5. The elasticities for both the Rotterdam and the CBS model are calculated from their respective parameter estimates (Table 4) with homogeneity and symmetry imposed, and using the sample mean import expenditure share from 1971-1997. The asymptotic standard errors are given in parenthesis. The formula for the conditional expenditure elasticity of good $i$ associated with the Rotterdam model is $\eta_i = \theta_i / w_i$ while the corresponding conditional expenditure elasticity associated with the CBS model is $\eta_i = 1 + w_i / \beta_i$. The expenditure elasticity associated with the CBS model is obtained by replacing $\theta_i$ in the Rotterdam expenditure elasticity formula with $(w_i+\beta_i)$ and simplifying.

The import expenditure elasticities in Table 5 are calculated at the sample mean conditional budget shares (1971-1997) and are all statistically different from zero at $\alpha = .05$. Both the Rotterdam and CBS estimates indicate that the conditional import expenditure elasticity for bananas and lemons are less than unity, and both indicate that the conditional import expenditure elasticity of grapefruit is greater than unity. However, under Rotterdam, the import expenditure elasticities for oranges and others are less than unity, while under CBS, these are greater than unity. This is good news for U.S. grapefruit exporters to Japan since 95 to 99 percent of
Japanese grapefruit are from U.S. sources. As Japanese import expenditures for fresh fruits increase, the share of grapefruits should increase as well. However, U.S. lemon exporters will see a decline in the share of lemons imported as fruit import expenditures increase.

Own-Price Elasticity Estimates

Fruit exporters are also interested in the responsiveness of import demand to changes in the own-price of the particular type of fruit in question. Two types of own-price elasticities can be calculated from the resulting parameters; Slutsky and Cournot. Conditional Slutsky (compensated) price elasticities indicate the percentage response in quantities demanded resulting from a 1% change in price, holding real expenditures on imported fruits constant. The formula for the conditional Slutsky own-price elasticity of good $i$ is $S_i = \pi_i / w_i$. This formula is the same for both the Rotterdam and CBS models, but the empirical estimates differ because the Slutsky parameter estimates from the competing models are different.

Conditional Cournot (uncompensated) price elasticities indicate the percentage response in quantities demanded resulting from a 1% change in price, holding nominal expenditures on imported fruits constant. The formula for the conditional Cournot own-price elasticity of good $i$ associated with the Rotterdam Model is $C_i = \pi_i / w_i - \theta_i$. The formula for the conditional Cournot own-price elasticity of good $i$ associated with the CBS Model is obtained by replacing the marginal import share ($\theta_i$) with $w_i + \beta_i$ in the formula for the Cournot own-price elasticity of the Rotterdam model. This procedure results in a Cournot own-price elasticity for the CBS model equal to $C_i = \pi_i / w_i - (w_i + \beta_i)$.

Slutsky and Cournot own-price elasticities, shown in Table 5, are calculated at the sample means based on parameter estimates (Table 4) from the Rotterdam and CBS models with
homogeneity and symmetry (Table 5). The own-price elasticities are those along the diagonals, corresponding to the change in import quantities caused by a change in the price of the same good. The Slutsky own-price estimates from the two models are quite close in value, and all estimates are negative. The Slutsky own-price import elasticity estimates for bananas, lemons, and others are all statistically different from zero and negative, indicating that their own-price response is inelastic. Those of grapefruits and oranges are statistically different from zero, and their point estimates are greater than unity in absolute value indicating an elastic own-price response. These results are important for exporters of these fruits because they indicate whether or not an own-price change would decrease or increase revenue. For example, the own-price elasticity estimates of the Rotterdam and CBS models indicate a one percent increase in own price would decrease import demand for grapefruit 1.34 and 1.26 percent, respectively. The same increase in orange price would decrease demand for imported oranges by roughly one percent as indicated by both models. Accordingly, a price increase for these fruits, ceteris paribus, would decrease total revenue.

The own-price elasticity estimates of bananas, lemons, and others suggest the opposite. Based on the two models, a one percent increase in own-price of banana and lemon would also decrease their import demand by roughly 0.5 percent while the same increase in the own price of other fruits would decrease import demand for others between 0.5 and 0.6 percent. Thus, a small increase in price would increase total revenue for bananas, lemons, and others.

The Cournot own-price elasticities provided in Table 5 are calculated by keeping nominal expenditures constant and, thus, are affected by price and real income effects. Accordingly, for each fruit the Cournot estimates are more negative than the corresponding Slutsky ones. However, the responsiveness of own-price changes is only slightly increased when accounting
for expenditure effects of own-price changes. Point estimates for bananas, lemons, and others continue to be inelastic, while those of grapefruit and oranges remain elastic.

Cross-Price Elasticity Estimates

It is also important for fruit exporters to understand the effects on their product’s demand from changes in price of other competing fruits. Two types of cross-price elasticities can be calculated from the resulting parameters, Slutsky and Cournot. The conditional Slutsky (compensated) cross-price elasticity of good i with respect to good j indicates the percentage response in the quantity of good i demanded resulting from a 1% change in the price of good j, holding real expenditures on imported fruits constant. The formula for the conditional Slutsky cross-price elasticity of good i with respect to good j for both the Rotterdam and CBS models is

$$S_{ij} = \frac{\pi_{ij}}{\pi_i}.$$

The conditional Cournot (uncompensated) cross-price elasticity of good i with respect to good j indicates the percentage response in the quantity of good i demanded resulting from a 1% change in the price of good j, holding nominal expenditures on imported fruits constant. The formula for the conditional Cournot cross-price elasticity of good i with respect to good j, associated with the Rotterdam Model, is

$$C_{ij} = \frac{(\pi_{ij} - \theta_i w_j)}{w_i}.$$

The formula for the conditional Cournot own-price elasticity of good i with respect to good j, associated with the CBS Model, is obtained by replacing the marginal import share ($\theta_i$) with $w_i + \beta_i$ in the formula for the Cournot cross-price elasticity of the Rotterdam model. This procedure results in a Cournot cross-price elasticity of good i with respect to good j for the CBS model equal to

$$C_{ij} = \frac{(\pi_{ij} - \beta_i w_j)}{w_i - w_j}.$$

Slutsky and Cournot cross-price elasticities calculated at sample means are also reported in Table 5. Positive Slutsky cross-price elasticities indicate that two products are substitutes while
negative and statistically significant elasticities indicate complementarity. The following combinations of goods have cross-price elasticities that are statistically significant at \( \alpha = .05 \) under both the Rotterdam and CBS models: banana-grapefruit, oranges-grapefruit, and lemons-oranges, and grapefruit-others. All of these Slutsky cross-price elasticities are less than unity and positive, indicating that these goods are substitutes.

The Cournot cross-price elasticity measures both price and income effects from changes in another product’s price. The expenditure effect can counteract the price substitution effect, and a Cournot cross-price elasticity can be negative while the corresponding Slutsky one can be positive. The Cournot cross-price elasticities under the Rotterdam model are significant for only two combinations of goods, banana-grapefruit and others-bananas. The Cournot price elasticity of bananas with respect to grapefruit is positive, which is similar to the Slutsky price elasticity. However, the price elasticity of others with respect to bananas is negative in the Cournot case. The Cournot cross-price elasticities under the CBS model are significant for grapefruit-bananas, grapefruit-lemons, bananas-others, oranges-bananas, and oranges-others. Furthermore, some of these Cournot cross-price elasticities are positive while others are negative.

**Empirical results for Six Goods**

In the previous section, we presented results for Japan’s four largest fresh fruit imports (bananas, grapefruits, oranges, and lemons) and other fruits, an aggregation of pineapples, berries, and grapes into one category. We were unable to reject both the Rotterdam and CBS specification, so we presented the results from both models. In this section, we remove pineapples from the other category and re-estimate the entire system by disaggregating the types of fruit into the following six categories: (1) bananas; (2) grapefruit; (3) oranges; (4) lemons; (5)
pineapples; and (6) others. The others category now contains just berries and grapes. The purpose of this exercise is to determine if differences in the level of aggregation change the results significantly, both qualitatively and in terms of model selection. Berries and grapes remain grouped together in this section because the import expenditure shares (Table 2) are so small that elasticity estimates (which contain a constant term divided by the budget share) would be inaccurate if these were separated. The other reason is that, as the number of goods (or equations) in a demand system increases, the degrees of freedom and the power of asymptotic tests are lowered substantially. For example, Laitinen showed that the probability of rejecting homogeneity, when it should not be rejected, increases as the number of goods in a system increases. The same problem also occurs for symmetry testing (Meisner).

Testing Restriction, Choice of Functional Forms, and Goodness-Of-Fit

The log-likelihood values associated with each demand system under six goods are provided in Table 6. Log-likelihood ratio tests for the different combinations of models and restrictions can be performed on the values in Table 6 in a similar fashion as in the previous section. For each of the five demand systems, homogeneity is not rejected. However, symmetry is rejected for all five models at the 95% confidence level although, for the Rotterdam system, symmetry is not rejected at the 99% level. Recall that symmetry was not rejected for any of the five models under the five-good case at the 95% confidence level. This result, rejection of symmetry with in the six-good case but not in the five-good case, is consistent with Meisner (1979) who showed that the probability of rejecting symmetry increases as more goods are added to the system. Meisner also concluded that the power of the test for symmetry decreases as the number of goods increases. Hence, the log-likelihood test tends to reject symmetry more often than it should.
When testing for choice of functional form, we again use the log-likelihood tests performed on the general model with respect to the other four systems. The resulting log likelihood values are reported in Table 6. Based on these tests, the CBS, AIDS, and NBR models are all rejected at the 95% level of significance. Hence, for the six-good case, only the Rotterdam specification is not rejected at the 95% confidence level.

The system-wide $R^2_s$ is also calculated for the six-good case. The results lend support to the choice of the Rotterdam system as the preferred functional form for this set of import data. The $R^2_s$ values for the General, Rotterdam, CBS, AIDS, and NBR are .79, .98, .83, and .98, respectively.

**Parameter Estimates**

Individual parameter estimates for the General and Rotterdam models in the six good case are provided in Table 7. We did not include parameter estimates for the CBS, AIDS or NBR model because these models were all rejected. All import expenditure coefficients are positive and significant at $\alpha = .05$ in both the general and the Rotterdam systems with the exception of the others category. This result is consistent with the five good case with the caveat that the import expenditure parameter for pineapples is also significant in the six good case. The magnitude of the expenditure coefficients for the general system are considerably different when comparing the five and six good cases. However, the expenditure coefficients for the Rotterdam system are quite similar when comparing the two pair wise.

The Slutsky own-price parameters provided in Table 7 are all negative and significant at $\alpha = .05$ for both the general system and Rotterdam model. In addition, the corresponding values for the Slutsky own-price parameters are remarkably similar when comparing the five good and the
six good cases. The only exception is the others category for the Rotterdam model. In the five good case, this parameter was not significant. However, the process of separating pineapples from berries and grapes generated a significant estimate of the own-price parameters for both pineapples and the others category.

The Slutsky cross-price parameters are also provided in Table 7. These results are generally consistent with those for the five-good case with a few exceptions. In the five-good case (Table 4), a few cross-price parameters for the others category are significant. However, in the six good case none of the cross-price parameters are significant. Furthermore, when pineapples are disaggregated, the banana-pineapple cross-price parameter turns out to be significant at $\alpha = .05$ for the general model and the grapefruit-pineapple coefficient is significant at $\alpha = .10$ for the Rotterdam model.

Elasticity Estimates

The elasticity estimates for the Rotterdam model associated with the six-good case are provided in Table 8. The conditional import expenditure elasticities are provided in the first column. All of these elasticities are positive and significant with the exception of the others category. Furthermore, the magnitudes of the elasticities that correspond to the five good case are similar (Table 5). However, in the five-good case, the import expenditure elasticity for the others category is significant. In the six-good case, the disaggregation of pineapples resulted in an import expenditure elasticity of pineapples equal to 1.16. Hence, as the amount spent on Japanese fresh fruit imports increases, relatively more is spent on pineapples. The Slutsky price elasticities for the six-good case are also shown in Table 8. The own-price elasticities are all negative and significant at $\alpha = .05$. Furthermore, these estimates are all similar to those for the
five-good case. The Slutsky cross-price elasticities are also similar to the five good case.

Finally, both the Cournot own-price and cross-price elasticities are also similar.

**Conclusions**

Using annual Japanese fresh fruit import data from 1971-1997, this study analyzes the import patterns of Japan's seven most popular fresh fruits by implementing and testing a general differential demand system that nests nested four alternative import demand specifications. When tested against the general system using the five-good case (bananas, grapefruits, oranges, and lemons and aggregating pineapples, berries, and grapes), the analysis rejects the AIDS and NBR specifications, but does not reject Rotterdam and CBS. When estimated using the six-good case (bananas, grapefruits, oranges, lemons, pineapples, and aggregating berries and grapes), the analysis rejects all specifications except the Rotterdam model. Elasticity estimates are provided for those demand specifications that the general model does not reject.

The results of the analysis have several implications for exporters of fresh fruits to Japan. It was found that, if Japanese consumers were to increase their expenditure on fresh fruit imports in the future, they would spend a larger portion of their budget on the consumption of grapefruits and pineapples than they do currently. On the other hand, if Japanese consumers were to decrease their expenditure on fresh fruit imports (for example, due to a recession), they would spend a larger portion of their budget on bananas, oranges, and lemons. Furthermore, if the price of fresh fruit imports were to increase by a certain percentage in the future, grapefruit imports would drop by more than the percentage increase in price. Hence, lowering the price charged for grapefruit exports to Japan would increase total revenue for grapefruit exporters. Alternatively, banana, orange, lemon and pineapple imports would drop by less than the percentage increase in
price. Hence, increasing the price charged for bananas, oranges, lemons, and pineapples would increase total revenue for these exporters.

Another important result of the analysis is that Japanese consumers view certain types of fresh fruit imports as substitutes, meaning that if Good A and B are substitutes, an increase in the price of Good A would cause Japanese consumers to buy more of Good B as an alternative to Good A (all else remaining equal). It was found that oranges are substitutes for both grapefruit and lemons. It was also found that bananas and grapefruits are substitutes. These results should enable major exporters, such as citrus producers in the Southern United States, to plan their pricing strategies accordingly, so as to increase total revenue.
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1 Other studies of the vegetable trade do not typically use rigorous empirical estimation
techniques and are based on more descriptive or institutional approaches (e.g., Montegaud and Lauret; Mackintosh; Seale, Davis, and Mulkey; Seale 1987; Davis and Seale; Kobayashi 1989a, 1989b; and Fairchild et al.).

2 In empirical application, it is important to replace \( d(lnM/P) \) with \( d(lnQ) \) so as to insure that the adding-up conditions are met and that the sum of the error terms over all I equations equals zero. Theil (1971, p. 332) proved that the empirical based \( d(lnM/P) \) and \( d(lnQ) \) differ only by a term of third-order smallness.

3 The development of the Lagrangian technique for solving this utility maximization problem eventually leads to what has become known as Barten’s Fundamental Matrix (Barten, 1964, pp. 2-3). Essentially, this matrix makes direct use of the Hessian to formulate a set of equations that are then solved to yield the Rotterdam specification. While a thorough discussion is beyond the scope of this paper (see Theil, 1980 for a more elegant explanation of Barten’s Fundamental Matrix) it is interesting to note that the reason that one always imposes symmetry on the Rotterdam system, is because Young’s theorem of derivatives under continuous functions dictates that the Hessian be symmetric.

4 When performing empirical analysis using the Rotterdam specification, \( dlnX_t \) must be computed as the difference between the logarithm of the value of \( X \) in the current year, and the logarithm of the value of \( X \) in the previous year, for any variable \( X \). Hence, because the differential approach uses results from the total differentiation of the budget constraint, theory dictates the use of log differences in applications of the Rotterdam model. When one follows this approach using data over time, the first observation necessarily gets dropped.

5 Note that apple imports by Japan can at times be significant. However, due to Japanese import policy, and the prevalence of Fuji brand apples grown in relatively large quantities in Japan, New
Zealand was not allowed to export apples to Japan until 1993 and the U.S. ban on apple exports to Japan was lifted in 1994. Furthermore, when the historic data were originally purchased (at a significant cost) from the United Nations, funding for the project did not include the cost of purchasing apple data. Hence, apples are not included in this study.

At the recommendation of a reviewer, we also tested for the stationarity of the log-differenced data with Dickey-Fuller tests. For all variables in log differences, the Dickey-Fuller tests strongly rejected unit roots indicating that the data in log differences are all stationary.

Single-equation measures of $R^2$ are not appropriate measures of the goodness-of-fit of a system of equations (Buse; Glahn; Bewley).

For the unrestricted system, increasing the number of total goods in the system from five to six requires estimating an additional $35 - 24 = 11$ parameters. Going from five to seven goods would require estimating an additional $48 - 24 = 24$ parameters. In the original version of this paper, the data set ended in 1993. Hence, degrees of freedom limitations were the other factor that led to the original estimation with only five goods.

The Rotterdam system has the lowest value for the log-likelihood ratio test statistic with respect to the general system (20.6). This is higher than the critical value of 18.3 for the $\chi^2$ with 10 degrees of freedom at the 95% level of significance, but is lower than the critical value of 23.21 at the 99% level of significance.

This result is in direct contrast to Lee, Brown, and Seale (1994) who found, when analyzing the domestic demand for aggregate commodity groups in Taiwan, that AIDS-type differential demand responses describe Taiwanese consumer behavior better than do other differential specifications.